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English English English

 Modern science Is written in English

* |t something is worth reading, it is written in English
e [his Is not cultural imperialism

* The Romans wrote science in Greek

 Even the French nowadays use English for scientific publication



Whny snould | write a p
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Why should we write a paper?

 Papers communicate ideas

* Your goal: to infect the mind of your reader with your idea, like a
VIrus

* Papers are far more durable than programs (think Mozart)

» Remember that FORTRAN library that sorts lists using the
quicksort function” Me neither!

- The greatest ideas are (literally) worthless if you keep them to
yourself



Writing papers: moael |
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m . Paper Research

Forces us to be clear, focused

Crystallises what we don’t understand
Opens the way to dialogue with others: reality check, critigue, and collaboration

Writing papers is a primary mechanism for doing research
(not just reporting it)




Do not be Intimidated

* Fallacy: You need to have a tantastic idea before you can write a
paper or give a talk. (Everyone else seems to.)

 Write a paper, and give a talk, about any idea,
no matter how weedy and insignificant it may seem to you



Do not be Intimidated

Write a paper, and give a talk, about any idea, no matter how
insignificant it may seem to you

- Writing the paper is how you develop the idea In the first place

e |t usually turns out to be more interesting and challenging that it
seemed at first



The purpose of your paper is...

- To convey your idea

e ...from your head
to your reader's head

6
* to infect your the mind of your v S
reader with your idea, like a viru ‘,2%‘1\& - = D

§

 Everything serves this single goal



The purpose of your paper Is not...

* Jo describe the WizZWoz system

e Your reader does not have a WizZWoz

o She is primarily interested in re-usable brain-stuff, not executable
artefacts



The lgea

Idea

A re-usable insight,
useful to the reader

e Your paper should have just one "ping":
one clear, sharp idea

* YOUu may not know exactly what the ping Is when you start writing,
but you must know when you finish

e |f you have lots of ideas, write |ots of papers



Can you hear the “ping”™?

 Many papers contain good ideas, but do not distill what they are

e Make certain that the reader i1s In no doubt what the idea Is.
Be 100% explicit

 “The main idea of this paperis ...”

* “In his section, we present the main contributions of the paper.”



- Here Is my idea

Conveying the idea

Here Is a problem | wish | knew
how to solve that!

it's an Interesting problem

lt's an unsolved problem | see how it works.
Ingenious!

My idea works (details, data)

Here's how my idea compares to other people’'s approaches



Structure (conference paper)

Title (1000 readers)

- Abstract (4 sentences, 100 readers)
Introduction (1 page, 100 readers)
The problem (1 page, 10 readers)

My idea (2 pages, 10 readers)

The details (5 pages, 3 readers)
Related work (1-2 pages, 10 readers)

Conclusions and further work (0.5 pages)



1 he abstract

* | usually write the abstract last
e Used by program committee members to decide which papers to read
* Four sentences [Kent Beck]

1. State the problem

2. Say why it's an interesting problem

3. Say what your solution achieves

4. Say what follows from your solution



Example

1. Many papers are badly written and hard to understand
2. This Is a pity, because their good ideas may go unappreciated

3. Following simple guidelines can dramatically improve the quality of
your papers

4. Your work will be used more, and the feedback you get from others
will In turn Improve your research



Another example

Recent approaches to goal recognition have progressively relaxed the requirements about
the amount of domain knowledge and available observations, yielding accurate and efticient
algorithms.

These approaches, however, assume that there is a domain expert capable of building
complete and correct domain knowledge to successtully recognize an agent’s goal. This is
too strong for most real-world applications.

We overcome these limitations by combining goal recognition techniques from automated
planning, and deep autoencoders to carry out unsupervised learning to generate domain
theories from data streams and use the resulting domain theories to deal with incomplete and
NOISy observations.

We show the effectiveness of the technique in a number of domains and compare the
recognition effectiveness of the autoencoded against hand-coded versions of these domains.



Structure

Title (1000 readers)

Abstract (4 sentences, 100 readers)

- Introduction (1 page, 100 readers)
The problem (1 page, 10 readers)
My idea (2 pages, 10 readers)

The details (5 pages, 3 readers)
Related work (1-2 pages, 10 readers)

Conclusions and further work (0.5 pages)



The introduction (1 page)

1. Describe the problem

2. State your contributions

..and that is all (according to Simon)
| would add

3. Restate key items from the abstract
(why the problem is interesting, etc)

And use Intuitive language (do the hallway test)



\Vlolenills not mountains

e "“Computer programs often have bugs. It is very important m
to eliminate these bugs [1,2]. Many researchers have tried

[3,4,5,6]. It is really very important.”

» “Consider this program, which has an interesting bug.
<pbrief description>. We will show an automatic technigue
for identitying and removing such bugs.” m




Cwenain JESCIIDE the problem

Deterministic planning domains are generally easy to visual-
1ze and understand, as the details of the meaning of transi-
tions between states are clearly defined 1n the operators, and
the resulting plans are intuitive and easily understood. One
particular formalism for domain representation in determin-
istic planning is the hierarchical task network (HTN) [Erol
et al., 1994], which encodes not only STRIPS/PDDL actions
with their preconditions and effects, but also domain knowl-
edge in the form of a hierarchy of tasks that can be refined to describe to problem
from a high-level objective into the actions required in the
environment. Conversely, one of the most widely studied for-
malisms for planning under uncertainty 1s the Markov deci-
sion process (MDP) [Bellman, 2003], in which the evolution
of the environment 1s modeled as a Markov chain, and the
goals of the planner are implicitly represented in a function
that defines, for each state, the reward of executing a cer-
tain action. The definition of stochastic planning problems
quickly becomes unwieldy as the number of state variables
increase.! As the number of states goes up, so does the size of
the transition probability tables, with problems requiring one
such table for each action in the domain. As a consequence,
although MDPs are an elegant mathematical formalism for
representing stochastic domains, it 1s not straightforward for
non-specialists to model domains using this formalism.

If possible, use an example




Describe the problem

I. INTRODUCTION

Goal and plan recognition refer to the tasks of identifying,
respectively, the desired goal towards which an observed agent
intends to achieve, and the specific plan to which the agent
has committed to executing to achieve said goal. Although the
first approaches to plan recognition based on planning theories
required a substantial amount of domain knowledge [1], subse-
quent approaches have gradually relaxed such requirements ei-
ther by using more expressive planning and plan-library based
formalisms [2]—[35] as well as allowing for different levels of
accuracy and amount of information available in observations
required to recognize goals [6]-[9]. However, regardless of
the type of domain model formalism describing the observed
agent’s behavior, all such approaches assume that a human
domain engineer can provide an accurate and complete domain
model for the plan recognition algorithm. Such dependence
on a human domain engineer severely limits the applicability
of modern plan and goal recognition algorithms to abstracted
domains rather than real-world ones.



State your contributions

e \Write the list of contributions first

* The list of contributions drives the entire paper:
the paper substantiates the claims you have made

 Reader thinks "gosh, if they can really deliver this, that's be exciting;
'd better read on”



State your contributions

Our goal 1s to use HTN models, which are more user-
friendly, to automatically construct MDPs. In this paper we
propose a step towards this overall aim, showing how to use
HTNs to describe MDPs, thus allowing stochastic domains to
be modeled using HTNs that are then translated into MDPs
in order to be solved. Together with a simple model of action

error, our conversion process allows efficient M

U planning

over the state space induced by the HTN. The benefits of the
approach are twofold: (a) reduction of the state space, and
consequent reduction of the computational burden 1s benefi-
cial since it enables the representation and solving of realistic
planning problems, and (b) starting from a declarative rep-
resentation makes planning more comprehensible to humans,
while extending the representation to stochastic domains.

e Do not leave the reader to
guess what your
contributions are!

Bulleted list of

contributions




Evidence

Your introduction makes claims
The body of the paper provides evidence to support each claim

Check each claim in the introduction, identity the evidence, and
forward-reference it from the claim

Evidence can be: analysis and comparison, theorems,
measurements, case studies



Contributions should be refutable

We give the syntax and semantics of a language that

supports concurrent processes (Section 3). lts innovative
features are...

We describe the WizWoz system.
't Is really cool.

We prove that the type system is sound, and that type

We study Its properties. checking is decidable (Section 4)

We have built a GUI toolkit in WizWoz, and used it to
We have used WizWoz in practice. implement a text editor (Section 5). The result is half the
length of the Java version.




No “rest of this paper is...”

e Avoid signposting paragraphs like: "The rest of this paper is

structured as follows. Section 2 introduces the problem. Section 3 ...
Finally, Section 8 concludes”

e |nstead, use forward references from the narrative in the
introduction.

The introduction (including the contributions) should survey the
whole paper, and therefore forward reference every important part.



This Is a bit implicit

State your contributions

In this paper, we overcome the dependence on human
domain engineers for goal recognition by automatically build-
ing planning domain knowledge from raw data and using
the resulting model in an algorithm capable of recognizing
an agent’s goal from the same type of raw data. To auto-
matically generate such domain knowledge, in Section III
we employ a variational autoencoder (VAE) [10] to map
from raw data (in this paper, images) into a latent space
representing logical fluents, and, using such fluents, we derive
a PDDL [11] action library over which we can reason using

Be explicit about the

contribution

Don't waste time with
signposting, weave it

INto text

planning techniques [12]. Specifically, in Section IV we extend
landmark-based goal recognition techniques [9] to infer goals
from the encoded raw data and use the decoder part of the
variational autoencoder to visualize the plan steps expected of
the observed agent. Our main contribution, thus, 1s a novel
goal recognitiop~mechanism that combines deep-learning and
heuristic plafining techniques to obviate the need for accurate
domawg®engineered planning domains. This allows modern
ggfl recognition algorithms to work directly on real-world
data, rather than rely on additional processing of such data
into a symbolic representation. We evaluate our technique in
Section V on a dataset consisting of domains from earlier work
on planning in latent space [12] as well as images we generate
automatically from domains from standard planning bench-
marks. Our results show that our domain autoencoding scheme
approximates the encoding of ground versions of hand-coded
planning domains and allow recognition accuracies that, in
the best case matches and 1n the worst case 1s within 33%
of hand-coded goal recognition domains. Finally, we compare
our contribution to recent work in Section VI and conclude
the paper pointing towards further research in Section VII.



Structure

Title (1000 readers)

Abstract (4 sentences, 100 readers)
Introduction (1 page, 100 readers)

- The problem (1 page, 10 readers)

- My idea (2 pages, 10 readers)

- The details (5 pages, 3 readers)
Related work (1-2 pages, 10 readers)

Conclusions and further work (0.5 pages)



>
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NO related work yet!

Related

Work
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NO related work yet

 Problem 1: describing alternative approaches gets

between the reader and your idea o O

 Problem 2: the reader knows nothing about the
oroblem yet; so your (carefully trimmed) description
of various technical tradeoffs is absolutely
incomprenhensible

| feel stupid




lNnstead...

o Concentrate single-mindedly on a narrative that
 Describes the problem, and why it Is interesting
-+ Describes your idea

 Defends your idea, showing how it solves the problem, and filling
out the detalls

* On the way, cite relevant work in passing, but defer discussion to the
end



The payload of your paper

Consider a bufircuated semi-lattice D, over a hyper-modulated

sighature S. Suppose pi is an element of D. Then we know for every
such pi there Is an epi-modulus |, such that p; < pi.

e Sounds impressive...but

e Sends readers to sleep

* |n a paper you must provide the detalils,
but first convey the idea



The payload of your paper

Introduce the problem, and your idea, using

Examples

and only then present the general case

e Remember: explain as If you were
speaking to someone using a whiteboard



Using examples

4.1 Parking World

In the example scenario, the agent’s environment is a grid
of cells as shown in Figure 1. The cell (1,1) is designated
the start state, and cell (5,5) is designated the end state.
The agent can move tfrom cell to cell orthogonally and can
also perform a null action (which leaves the agent in the
same cell). In addition, the environment contains a ‘no-
parking cell’ (3,3) in which stopping is prohibited. The
agent receives a positive reward for reaching the exit state,
and small negative rewards for visiting all cells other than
the no-parking cell. If the agent stops in the no-parking cell
and the violation of the norm is detected (i.e., the norm is
enforced), the agent receives a sanction of —1. If the viola-
tion is not detected (i.e., the organisation is not enforcing
the norm), the agent receives a small positive reward, i.e.,
violating the norm and parking illegally is beneficial.

Put an example as
soon as possible!
(Ideally on the
introduction)

Some papers even
have a dedicated
scenario section!




Conveying the idea

Explain it as if you were speaking to someone using a whiteboard
Conveying the intuition is primary, not secondary

Once your reader has the intuition, she can follow the details (but
not vice versa)

Even it she skips the detalls, she still takes away something valuable



Putting the reader first

Do not recapitulate your personal journey of discovery. This route
may be soaked with your blood, but that's not interesting to the
reader

e |nstead, choose the most direct route to the 1dea



Structure

Title (1000 readers)

Abstract (4 sentences, 100 readers)
Introduction (1 page, 100 readers)
The problem (1 page, 10 readers)

My idea (2 pages, 10 readers)

The details (5 pages, 3 readers)

- Related work (1-2 pages, 10 readers)

Conclusions and further work (0.5 pages)



Related work

 Fallacy: 1o make my work look good, | have to make other people’s
work look bad



Ihe truth: credit Is not lIke money

Giving credit to others does not diminish

the credit you get from your paper

 Warmly acknowledge people who have helped you

 Be generous to the competition. “In his inspiring paper [Foo98]
Foogle shows.... We develop his foundation in the following ways...”

 Acknowledge weaknesses In your approach



Credit I1s not like money

Failing to give credit to others

can Kill your paper

e |f you iImply that an idea is yours, and the reteree knows it is not,
then either

 You don't know that it's an old idea (bad)

e You do know, but are pretending it's yours (very bad)



VMaking sure related work Is accurate

* A good plan: when you think you are done, send the dratft to the
competition saying “could you help me ensure that | describe your
work fairly”

o Often they will respond with helpful critique

 Beware of known baddies (but this is rare)

 [hey are likely to be your referees anyway, so getting their
comments up front is jolly good



From: Shirin Sohrabi Araghi ssohrab@us.ibm.com &
Subject: Re: Questions about the Plan Recognition approach from IJCAI 2016
Date: 5 April 2018 at 10:57
To: ramonfpereira@gmail.com
Cc: felipe.meneguzzi@pucrs.br

Hi Ramon,

|| |
| just wanted to send you a quick reply for now. | will need more time to read your e-mail and
O I ' I I I ' l I ' I I ( : E l I O ' ' will reply late Friday or early next week. But for now:
We now have our top-k planner available as an open source:

https://bitbucket.org/wintered/kstar

This is the K* implementation on top of fastdownward. Please use this and see if any
improvement is made. The paper to cite for the top-k planner for this (on top of
r fastdownward):
] A Novel Iterative Approach to Top-k Planning

Michael Katz, Shirin Sohrabi, Octavian Udrea and Dominik Winterer, ICAPS 2018. To
appear.

The paper is attached for your reference as well. We do have other implementations of top-k
that do not use K*, discussed in the paper and we are currently in the process of making
those open-sourced as well.

Thanks,
Shirin

----- Original message -----

From: Ramon Fraga Pereira <ramonfpereira@gmail.com>

To: Shirin Sohrabi Araghi <ssohrab@us.ibm.com>

Cc: Felipe Meneguzzi <felipe.meneguzzi@pucrs.br>

Subject: Questions about the Plan Recognition approach from IJCAI 2016
Date: Wed, Apr 4, 2018 5:23 PM

Hi Shirin,

How are you doing?

I’'m emailing you to ask you about your plan recognition approach published at [JCAI
2016, which we are trying to replicate for a comparative evaluation with our approaches.
We developed your approach from IJCAI 2016, and the top-k planning approach we are
using is a top k* search available in pyperplan (https://github.com/pucrs-automated-
planning/pyperplan). However, the results (of accuracy and recognition time) are worse
than we expected for the domains we evaluated (datasets from https://github.com/pucrs-
automated-planning/goal-plan-recognition-dataset). To be sure, these are not the same
datasets you used in your IJCAI paper (you may recall our earlier discussion about that),
so we are unsure whether our implementation of your approach truly corresponds to your
approach.

- First: Since our implementation of the top level procedure is quite brief, could you take a
look at our pseudo-code and tell us if the way we put together the equations (identified in
the code comments) is actually the way you intended the equations to be used in an
implementation? In a nutshell, we implement Equation 2 as our top-level function to rank
the goals, and Equations 5 and 6 to compute the conditional probabilities of Equation 3.



I'he process

o Start early. Very early.
e Hastily-written papers get rejected
o Papers are like wine: they need time to mature

e Collaborate

o Use SVN/Git/Mercurial/(Your flavour of VCS)
to support collaboration



Getting help

Get your paper read by as many friendly

guinea pigs as possible

EXxperts are good
Non-experts are also very good

Each reader can only read your paper for the first time once! So use
them carefully

Explain carefully what you want (“| got lost here” is much more
important than “wibble is mis-spelt”.)



Your supervisor's help

You also want the English to be correct

before you send the paper to your advisor

You want your advisor to be able to critigue your technical
contribution

* English errors are very distracting (to me at least)

 More people know English than stochastic planning algorithms

Get help from your friends reading each other’s



L_istening to your reviewers

Every review is gold dust

Be (truly) grateful for criticism
as well as praise

e This is really, really, really hard

o But it's really, really, really, really, really, really important



Listening to your reviewers

 Read every criticism as a positive suggestion for something you
could explain more clearly

* DO NOT respond “you stupid person, | meant X". Fix the paper so
that X Is apparent even to the stupidest reader.

 Thank them warmly. They have given up their time for you.



A disappointing review

PAPER: 2105
TITLE: Landmark-based Plan Recognition

This papers applies the idea of landmarks to plan recognition, it also includes the concept of plan
abandonment into the

unified landmark-based recognition framework. All of the reviewers liked the idea of including
landmarks in the plan recognition,and would like to encourage the authors in this line of work. They
believe that it has some interesting ideas and has great potential. That said there were some
significant issues:

1) That said there were some issues with the presentation and the clarity of the definitions provided.
The reviewers would have liked to see more rigor and formality in the definitions in general and
believed this led to some confusion both for the readers and even for the authors. Further, in general,
the presentation could have used a little more work.

2) The approach relies on the assumption that an agent is pursuing only a single goal. While this is
common in some domains, it is completely antithetical to others especially in domains where plan
abandonment is a common occurence. Can this method be extended to address this limitation? At
least discussing this limitation in the paper is important.

3) The paper claims that computing landmarks can be done efficiently, but then later acknowledges
the problem is PSAPCE. In the rebuttal the authors acknowledge that they only extract a subset of the
landmarks. More discussion of this issue is needed.

4) and finally, the major weakness of the paper really was in its evaluation. The results could have
used more intuitions and discussion. It was very clearly noted that there is a very small performance
win for a rather significant accuracy loss. This begs the question is when is this kind of trade off
appropriate and when would we expect to see this process do more harm than good? Specifically it
was suggested that table 1 should have columns for the speedup and accuracy rate. Further the
discussion of table 1 really needs some discussion of the trade-off analysis. The results are
interesting but not fully discussed in the paper.



I'he new paper
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Table 1: Comparison of accuracy and recognition time against Ramirez and Geffner’'s approach (2009).

in the ROC space. The closer a goal recognition approach
(point) is to the upper left corner, the betler it is for recog-
nizing goals and plans. To compare our recognition results
against R&G in the ROC curve, we select the results of our
heuristics using the 2 = 30% threshold. For each approach,
we plot its recognition results for all domains into a cloud
of points, which represents (in general) how well each ap-
proach recogmizes the correct goal from observations. The
points in ROC space show that onr heuristics are not only
competitive with R&G for all variations of observability, but
also surpass R&G in a substantial number of domains.
Finally, we compare the time that each approach takes to
recognize the hidden goal for different sizes of the obser-
vation sequence. We illustrate runtime in Figure 4, which
summarizes, for the three evaluated approaches, the runtime
(Time columns in Table 1) as a function of the average size
of the observations (|0 column in Table 1). Curves in the
graph were generated by averaging the runtime when oh-
servation sizes were the same and smoothing over the re-
sulting points. The graph shows the scalability of the three
evaluated approaches. Our heuristics never take more than
twa seconds to compute the hidden goal in the set of can-
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Figure 4: Recognition time comparison.

didate goals, while R&G’s approach appears (o grow super-
linearly. As shown for the DOCK-WORKER-ROBOTS and
SOKOBAN domains, larger plan lengths also lead R&G’s ap-
proach to lose accuracy.



Rebuttals

e SOome conferences allow you to respond to reviews
(the rebuttal phase)

e Your attitude here can make It or break it



Rebuttals

PAPER: 2765
TITLE: Landmark-Based Heuristics for Goal Recognition
AUTHORS: Ramon Fraga Pereira, Nir Oren and Felipe Meneguzzi

Significance: 2 (modest or incremental contribution)
Soundness: 1 (major errors)

Scholarship: 2 (relevant literature cited but could expand)
Clarity: 2 (more or less readable)

Breadth of Interest: 2 (interest limited to specialty area)
SUMMARY RATING: -3 (---)

PAPER: 2765
TITLE: Landmark-Based Heuristics for Goal Recognition
AUTHORS: Ramon Fraga Pereira, Nir Oren and Felipe Meneguzzi

Significance: 2 (modest or incremental contribution)
Soundness: 3 (correct)

Scholarship: 2 (relevant literature cited but could expand)
Clarity: 3 (crystal clear)

Breadth of Interest: 3 (some interest beyond specialty area)
SUMMARY RATING: -1 (- (weak reject))

PAPER: 2765
TITLE: Landmark-Based Heuristics for Goal Recognition
AUTHORS: Ramon Fraga Pereira, Nir Oren and Felipe Meneguzzi

Significance: 3 (substantial, novel contribution)

Soundness: 2 (minor inconsistencies or small fixable errors)
Scholarship: 3 (excellent coverage of related work)

Clarity: 3 (crystal clear)

Breadth of Interest: 3 (some interest beyond specialty area)
SUMMARY RATING: 4 (++++)
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Basic sturt

e Submit by the deadline
o Keep to the length restrictions
* Do not narrow the margins

e DO NOt use 6pt font

* On occasion, supply supporting evidence (e.g. experimental data,
or a written-out proof) in an appendix

* Always use a spell checker



More Basic Stuft

 Never use jargon without explaining it first



Visual structure

e (Give strong visual structure to your paper using
e Sections and sub-sections
e pullets
o |talics
* |aid-out code (or algorithms)

* Find out how to draw pictures (vector graphics!!), and use them
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Visual structure

dprohibitionStart (in(classifRoom))

+!Start : true

<- !findPlansWithEffect (in(classifRoom),
!suppressPlans (SPlans) ;
+suppressedPlans (in(classifRoom), SPlans) .

SPlans) ;

@prohibitionEnd(in(classifRoom))

+!End : suppressedPlans (in(classifRoom), SPlans)
<- !unsuppressPlans (SPlans) ;
.remove_plan (prohibitionStart (in(classifRoom))) ;

.remove_plan (prohibitionEnd(in(classifRoom))) .

Listing 2: Plans generated from a state prohibition.

Plans to effect restrictions on executing actions are very simi-
lar to those relating to achieving world states, the only difference
being in the process for selecting the plans that need to be sup-
pressed. In this case, the plans searched for are those that contain
a particular action. For example, if the cleaning agent might be
obliged not to vacuum a table during its rounds of cleaning through
the norm +norm (time (800), day (xmas), prohibition (vacuum (
We do not include the example plans
due to space constraints, but they should be obvious.

table) ) ) [source (env) ].

3.3 Norm expiration

Now that we have seen the plans needed to start complying with
norms under several circumstances, we need to examine how an
agent behaviour 1s modified as a result of a norm expiring. When
an agent accepts a norm and changes its behaviour as a result of
the norm becoming active, it either includes extra plans to comply
with obligations or suppresses some of its plans in order to vio-
late a prohibition. However, these behaviour modifications should
not become permanent within an agent if the norms that caused
them cease to be active. Moreover, our monotonicity assumption

Algorithm 6 Plan to react to the expiration of a prohibition

Acceptance of norm(Activ, Exp, prohibition(P))
Receipt of F'xp event
Label L sctiv, pronivition(p) for a norm activation plan
Require: Plan library PL
Require: Spigns prohivition(p) Of suppressed plans
Ensure: Plan is uniquely labelled with label L g,y pronivition(P)
1. Unsuppress all plans from Spjans, prohibition(P)
2: Remove plan L activ, pronivition(p) from PL
3: Remove plan L gyp pronivition(p) from PL

Require:
Require:
Require:

4. NORMATIVE AGENTSPEAK(L)

In order to test the viability of our solution in a practical agent
language, we have developed an implementation of the strategies
outlined in Section 3 using an AgentSpeak(L) interpreter. An im-
portant part of this involves the manipulation of an agent’s own
plan library, necessitating a means to perform meta-reasoning, al-
lowing AgentSpeak(L) plans to manipulate other plans. With such
a meta-reasoning facility in place, we can create AgentSpeak(L)
plans that accomplish the norm-induced behaviour modification de-
scribed above. We also point out that, while the plans shown in Sec-
tion 3 use constructs that were not described in detail, this section
clarifies all the plan constructs used throughout the paper.

4.1 Meta-reasoning for AgentSpeak(L)

The AgentSpeak(L) language does not have explicit constructs
for the analysis of a plan library, yet this i1s required in the strate-
gies described in Section 3 and implemented 1n Section 4.2. In par-
ticular, for an agent to evaluate its existing behaviours, encoded in



Visual Structure

Unifications can be composed; that is, for any substitu-
tions o1 = {5131/7'1, - ,xn/Tn} and 02 — {yl/T{, - ,yk/T];},
their composition, denoted as o1 - 02, is defined as {x1 /(71 -
02)y . s Tn/(Tn - 02),21/(21 - 02),...,2m/(2m - 02)}, where
{z1,...,2m} are those variables in {y1,...,yr} that are not
in {x1,...,Tn}. A substitution o is a unifier of two terms
T, T2, {71 -0=m-0.

Definition 4 (Unify Relation). Relation unify(r1,12,0) holds
iff -0 = T2-0. Moreover, unify(p(7o,...,7n),P(T0,. -7 ),0)
holds iff unify(r;,7;,0), for all 0 < i < n.

Thus, two terms 71, 72 are related through the unify rela-
tion if there is a substitution o that makes the terms syn-
tactically equal. In our representation and algorithms, we
adopt Prolog’s convention [1] and use strings starting with a
capital letter to represent variables and strings starting with
a small letter to represent constants.

3.3 Commitments

Social commitments are extensively studied in multiagent
literature |9, 11, 20]. Specifically, a commitment C(DEBTOR,

ADTIMATMANAAD AntAa~nAAdANREt AANnAAARTIIAN N\ vmmmanrna 4hatd a4 mMTmDMmAD

consider
|
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@nactive (ID activate —-Gctive (AD
< suspend sus end

reconsider reactivate
\déuspended UM
drop V abort fall succeed

¥ 4 N
@erminated (TD Gailed (FD @atisﬁed (SD

Figure 2: Goal lifecycle as a state transition dia-
gram.




Jse the active voice

The passive voice Is “respectable” but it DEADENS your paper.
Avoid it at all costs.

G(Well e yOu
and the
No Yes reader
It can be seen that... We can see that...
34 tests were run We ran 34 tests e
authors
These properties were thought  We wanted to retain these
desirable properties
't might be thought that this ~ You might think this would be
would be a type error a type error

Yol = the

reader




Use simple, direct language

No Yes

The object under study was displaced The ball moved sideways

horizontally
On an annual basis Yearly
—Nndeavour to ascertain Find out

't could be considered that the speed of
storage reclamation left something to be
desired

The garbage collector was really slow




But do not be informal/imprecise

No Yes
The agent can’t call the move action The agent cannot execute the move action
We present an algorithm We develop/introduce an algorithm
The code doesn't run The code does not run

The Arrows and Circles (AAC) diagram

The AAC diagram shows that shows that



Other Documents

* The guidelines here are not necessarily universal for all science
documents, e.Q:

e Journal papers (similar but not identical)

* Diploma theses (TC) / Masters dissertations / PhD theses

* You must be mindful of:
 \Who Is the target readership

 \What is the purpose of the document you are writing



Journal Papers

* Very similar to conference papers, however: Purpose: Consolidate
- Research
* No page limit (usually)

e Presents mature research, for a wider audience

e Needs to be self-contained Reader: Researchers In

your broader area

* More background, more related work

e Extensive results and comparison with related work



Academic Milestones

 Undergrad, MSc, PhD

Purpose: Convince a

e Serve two purposes: committee that you
earned your degree

e Convince your committee that you know your stuff

* Show that you have achieved what you committed to
doat TC1/PEP/PT

* Needs to be self-contained Reader: Whoever is
avallable at the
 Make no assumptions about the reader department + someone

your advisor likes

* Needs to include signposting



The Elements of Style

 Read this book (brochure really):
The Elements of Style: William Strunk, Jr. (1918)

 Many important tips on good style for writing in English.



1

2.

3

4.

summary

. Don't wait, write

|[dentity your key idea

. lell a story

Nail your contributions

. Related work: later

. Put your readers first (examples)

. Listen to your readers



Viore Resources

Website Simon Peyton-Jones at Microsoft Research
hitp://research.microsoft.com/en-us/people/simonpj/

Resources at my website

http://www.meneguzzi.eu/felipe/students.shtml

http://www.meneguzzi.eu/felipe/research.shtml

Courses on Scientific Writing
http://www.escritacientifica.com/en/

Writing scientific ar

http://www.ncbi.nlm

icles for Portuguese speakers

nih.gov/pmc/articles/PMC3935133/
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