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Abstract. Human users trying to plan and accomplish information-
dependent goals in highly dynamic environments with prevalent
uncertainty must consult various types of information sources in
their decision-making processes while the information requirements
change as they plan and re-plan. When the users must make time-
critical decisions in information-intensive tasks they become cogni-
tively overloaded not only by the planning activities but also by the
information-gathering activities at various points in the planning pro-
cess. We have developed the ANTicipatory Information and Planning
Agent (ANTIPA) to manage information adaptively in order to miti-
gate user cognitive overload. To this end, the agent brings informa-
tion to the user as a result of user requests but most crucially, it proac-
tively predicts the user’s prospective information needs by recogniz-
ing the user’s plan; pre-fetches information that is likely to be used
in the future; and offers the information when it is relevant to the cur-
rent or future planning decisions. This paper introduces a fully imple-
mented agent of the ANTIPA architecture using a decision-theoretic
user model.

1 Information-dependent planning problem

We focus on a class of problems where a user (or a planner) must ac-
cess various types of information sources to acquire current informa-
tion that is required for executing certain actions. Here, in addition to
domain-specific planning objectives, the user must also take the cost
of getting information into consideration in selecting actions. Fur-
thermore, the quality of information (that also depends on the source
of information) affects the user’s transition to another state after tak-
ing the action.

For instance, consider a student preparing for a final exam by re-
viewing selected topics covered in a semester. When a question is
encountered, the student may search online for a quick answer by
taking a risk that the answer found may be incorrect, or email the
teacher and wait to get a generally more precise answer. The out-
come of the student’s action (to understand the concept) depends on
the quality of information, which in turn depends on the source from
which it has come. For example, by receiving high-quality informa-
tion, the student’s state regarding the understanding of a certain con-
cept is more likely to transition from not-learned to learned,
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also increasing the chance of getting a better grade (reward) in the
final exam.

Given that the user is trying to solve an information-dependent
planning problem, we aim to develop an agent that can adaptively
identify and manage the user’s information needs to facilitate the
user’s actions.

1.1 MDP user model
We make two specific assumptions in modeling the user’s decision-
making process. First, we assume that the user’s decision-making
process respects the Markov property: the conditional probability of
being in a certain state in the next time step depends only on the
user’s current state and not on any past states. Second, we assume
that users will try to maximize the plan quality (while minimizing
the action cost) by means of their local information and bounded
reasoning capability.

Based on these assumptions, we use a Markov Decision Process
(MDP) [4] to represent the user’s planning process. An MDP is a
specification of a sequential (discrete time) decision-making process
for a fully observable environment with a stochastic transition model,
i.e., there is no uncertainty regarding the user’s current state, but tran-
sitioning from one state to another is nondeterministic. The user plan-
ning objective modeled in an MDP is to create a plan that maximizes
her long-term cumulative reward.

Note that we do not use the MDP-based sequential decision-
making model for the ANTIPA agent’s decision making (on assist-
ing the user) as in related work on assistive agents [1, 2] where the
agent uses an optimal Partially Observable (PO) MDP policy to de-
cide the best assistive action for its belief state. In contrast, we use
an MDP to estimate how the user plans the future actions (when the
user can fully observe her current state), so that the agent can plan
information-gathering actions for the predicted user plans (from the
assistant’s current belief state) in order to satisfy the user’s future
information needs in a timely manner. By separating the agent’s de-
cision making from the user model, the ANTIPA agent enables a
wide range of assistance using various planning techniques with flex-
ibility (as opposed to being mandated to use a state-based planning
approach), e.g., constraint-based and parallel planning techniques.

2 The ANTIPA agent architecture
As part of the process of deciding on collecting and presenting infor-
mation, the agent’s reasoning process tries to accomplish four main
objectives. First, the agent must identify the current state of the user
from a sequence of observations on user activities. Second, the agent
needs to predict the user’s information needs that are changing dy-
namically through time. In order to accomplish this, the agent needs
to identify the user’s high-level goals and a set of planned actions to
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Figure 1: The ANTIPA agent architecture.

achieve these goals. If the agent can recognize the user’s goals and
plans, then the agent can infer the information needs associated with
these planning activities. Third, the agent needs to construct a plan
for collecting the information from various information sources. This
plan must consider the tradeoff between obtaining the information of
which the user is likely to make the most use and satisfying temporal
deadlines that certain information must be obtained before a specific
time point to be useful. Finally, the agent must decide when to offer
certain information to the user based on its belief about the user’s
current state.

Figure 1 depicts the high-level architecture of an ANTIPA agent
where the agent processes are contained within the dashed box;
the cloud represents the agent’s observations; rounded boxes repre-
sent data structures; and rectangle stacks represent reasoning tasks.
The basic interactions between the user and the agent are: the
agent observes some of the user’s planning activities; the agent may
present information to the user. At deployment time, the agent is
supplied with two inputs: a domain description representing
the user’s planning problem (e.g., state-based planning problems,
plan libraries, workflow, or similar activity representations); and an
information catalog that describes a set of properties of in-
formation sources from which the agent can retrieve information.
These two inputs to the information agent are shown as the two rect-
angles at the top left of Figure 1. In the following subsections, the
four main ANTIPA components are described.

Current State Recognizer: The agent may not be able to directly
observe the user’s true states nor the actions that the user has taken.
In this context, the agent must infer the user’s current state from a
series of primitive sensory data known as observations. For instance,
in the student example, possible observations include the keywords
that the user types into search engines or a set of documents that the
user opens.

The agent models the user’s current state (which the agent cannot
observe directly) as a probability distribution over a set of possible
states, known as a belief state. When the agent perceives a new obser-
vation from the user interacting with an environment, Current State
Recognizer updates its belief state such that the updated belief state
best explains the observations. Specifically, we estimate the proba-
bility p(s|o1, ..., ot) of that the user is in state s given a sequence
of t observations o1, ..., ot, using a dynamic programming technique
known as the forward algorithm [3]. The updated belief state then

triggers other components to adjust accordingly (e.g., the agent can
determine a set of information to present immediately according to
the current belief state).

Future Plan Predictor: Given a belief state, Future Plan Predic-
tor identifies most likely plans from the current belief state and con-
structs a tree of action-nodes, known here as a plan-tree, representing
a set of planning paths highly likely to be taken by the user. The algo-
rithm computes an optimal stochastic policy of the MDP user model
using the value iteration algorithm [4] where the policy specifies, for
each state and action pair, the probability of the user’s taking the ac-
tion from the state. From each state, the belief probability (of that the
user is in that state) is propagated, for each action, to the next states
(that the user will be after taking the action) using the stochastic pol-
icy and the state transition probabilities. In the resulting plan-tree, an
action-node includes a query for the information that is required for
the action (e.g., a database query), the priority–the probability that
the user will take the action, and a set of constraints (e.g., a deadline
constraint specifying the time by which the data must be retrieved).
This plan-tree is then supplied to the Information Gatherer.

Information Gatherer: Given a plan-tree of predicted
information-gathering tasks, Information Gatherer determines
(or schedules) when and which information sources to use in order
to satisfy the information needs of the user as well as coping with
resource constraints (e.g., network bandwidth) imposed by the
problem domain; that is, the agent should not interfere with the
user’s planning activities by overconsuming computing resources.
Initially, the information-gathering tasks are ordered by the priorities
and the deadlines, ensuring not only the acquisition of the most
useful information, but also a timely acquisition of data. In order
to accommodate changing information requirements, Information
Gatherer must optimize its current schedule incrementally to satisfy
newer (thus more relevant) information-gathering constraints. The
retrieved data is stored locally until used by Information Presenter.

Information Presenter: The agent directly interacts with the user
through Information Presenter, which selects a subset of data from
the locally cached data, and presents to the user at appropriate times.
When to present which data is determined by the estimated user’s
future information needs. In order to avoid information overload, In-
formation Presenter must only present data in temporal proximity to
the actual need, with a sufficient time for the information to be use-
ful for the action at hand. Additionally, Information Presenter must
select an appropriate presentation format when offering information
to the user. Finally, user feedback (e.g., whether the presented infor-
mation has been used) is collected and is provided for the agent as
reinforcement in order to allow future improvements on the quality
of supplied data.

3 Future work
Future work includes enhancing Information Gatherer to take into
consideration redundant information sources, as well as the design
of a finer-grained process to reason about user cognitive overload.
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