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Introduction

Goal Recognition is the task of recognizing agents’ goals from either
partial or full observations;

In this work, we use a planning domain definition to represent
agent behavior and environment properties;

Our main contribution is twofold:

We obviate the need to execute a planner multiple times for
recognizing goals; and
We develop novel goal recognition heuristics that use planning
landmarks.

We show that our approaches are more accurate and orders of
magnitude faster than Raḿırez and Geffner’s approach.
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Background: Goal Recognition Problem

Definition (Goal Recognition Problem)

Domain Definition (Properties and Actions) Ξ = 〈Σ,A〉;
Initial State I;

A Set of Candidate Goals G (with a hidden goal G ); and

Sequence of Observations (i.e., Observed Actions) O.

This observation sequence can be either partial or full.

The solution for a goal recognition problem is the hidden goal G ∈ G
that the observation sequence O of a plan execution achieves.
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Background: Planning and Landmarks

Definition (Planning)

A planning instance is represented by a triple Π = 〈Ξ, I,G 〉, in which:

Ξ = 〈Σ, A〉 is the domain definition, and consists of a finite set of
facts Σ and a finite set of actions A (action costs = 1);

I and G represent the planning problem, in which I ⊆ Σ is the
initial state, and G ⊆ Σ is the goal state.

Definition (Landmarks)

Given a planning instance Π = 〈Ξ, I,G 〉, a fact (or action) L is a
landmark in Π iff L must be satisfied (or executed) at some point along
all valid plans that achieve G from I.

To extract landmarks and their ordering, we use an algorithm
developed by Hoffman et al. (Ordered Landmarks in Planning. JAIR, 2004).
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Computing Achieved Landmarks
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Our heuristics require identifying which fact landmarks have been
achieved during the observed plan execution for every candidate goal
G ∈ G;
For every candidate goal G ∈ G:

Extract ordered landmarks for G ;
Analyze achieved landmarks of G in preconditions and effects of every
observed action o ∈ O;
As we deal with partial observability, some observed actions may be
missing, thus whenever we identify a fact landmark, we also infer that
its predecessors must have been achieved;
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Landmark-Based Goal Completion Heuristic

Our first heuristic, called hgc , operates by aggregating the percentage
of completion of each sub-goal into an overall percentage of
completion for all facts of a candidate goal;

hgc(G ,ALG ,LG ) =



∑

g∈G
|ALg∈ALG |
|Lg∈LG |

|G |


 (1)

where:

ALG achieved landmarks for goals in G

LG all landmarks for goals in G
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Landmark-Based Goal Completion Heuristic: Algorithm

Our approach allows the use of a threshold θ, giving us flexibility to
avoid eliminating candidate goals whose the percentage of goal
completion are close to the highest completion value;

Algorithm 2 Recognize goals/plans using the heuristic hgc.
Input: ⌅ planning domain definition, I initial state, G set of
candidate goals, O observations, and ✓ threshold.
Output: Recognized goal(s).

1: function RECOGNIZE(⌅, I, G, O, ✓)
2: LG  EXTRACTLANDMARKS(⌅, I, G)
3: ⇤G  COMPUTEACHIEVEDLANDMARKS(I, G, O, LG)
4: maxh  max

G02G
hgc(G

0,⇤G(G0), LG(G0))

5: return all G s.t G 2 G and
hgc(G,⇤G(G), LG(G)) � (maxh � ✓)

6: end function

den correct goal is RED, and we observe the following par-
tial sequence of actions that achieve RED: (unstack E A)
and (stack E D). Thus, based on the achieved landmarks
ALRED computed using Algorithm 3 (Figure 2), our heuris-
tic hgc estimates that the percentage of completion for the
goal RED is 0.66: (clear R) = 1/1 + (on E D) = 3/3 +
(on R E) = 1/3 + (ontable D) = 1/3, and hence, 2.66/4 =
0.66. For the words BED and SAD our heuristic hgc estimates
respectively, 0.54 and 0.58.

5 Landmark-Based Uniqueness Heuristic
Many goal recognition problems containing multiple am-
biguous candidate goals have these goals sharing common
fact landmarks. Clearly, landmarks that are common to mul-
tiple goals are less useful for recognizing a goal than land-
marks that exist for only a single goal. As a consequence,
computing how unique (and thus informative) each land-
mark is can help disambiguate similar goals for a set of can-
didate goals. We develop a second heuristic building on this
intuition; to construct this heuristic, we introduce the con-
cept of landmark uniqueness, which is the inverse frequency
of a landmark among the landmarks found in a set of can-
didate goals. For example, consider a landmark L that oc-
curs only for a single goal within a set of candidate goals;
the uniqueness value for such a landmark is intuitively the
maximum value of 1. Equation 2 formalizes this intuition,
describing how the landmark uniqueness value is computed
for a landmark L and a set of landmarks for goals LG .

Using this uniqueness value, we estimate which candidate
goal is the intended one by summing the uniqueness values
of the landmarks achieved in the observations. Unlike our
previous heuristic, which estimates progress towards goal
completion by analyzing sub-goals and their achieved land-
marks, the landmark-based uniqueness heuristic estimates
the goal completion of a candidate goal G by calculat-
ing the ratio between the sum of the uniqueness value of
the achieved landmarks of G and the sum of the unique-
ness value of all landmarks of G. Effectively, this algorithm
weighs the completion value by the informational value of a
landmark so that unique landmarks have the highest weight.
To estimate goal completion using the landmark uniqueness
value, we must calculate the uniqueness value for every ex-
tracted landmark in the set of landmarks of the candidate
goals. Using Equation 2, we compute the landmark unique-
ness value of every landmark L of LG and store it into ⌥uv .

This heuristic is denoted as huniq and formally defined in
Equation 3.

LUniq(L, LG) =

0
BB@

1X

L2LG

|{L|L 2 L}|

1
CCA (2)

huniq(G, ALG, LG,⌥uv) =

0
BB@

X

AL2ALG

⌥uv(AL)

X

L2LG

⌥uv(L)

1
CCA (3)

Algorithm 3 formalizes a goal recognition function that
uses the huniq heuristic. This algorithm takes as input the
same parameters as the previous approach: a goal recogni-
tion problem and a threshold ✓. Like Algorithm 1, this al-
gorithm extracts the set of landmarks for all candidate goals
from the initial state I, stores them in LG (Line 2), and com-
putes the set of achieved landmarks based on the observa-
tions, storing these in ⇤G . Unlike Algorithm 1, in Line 6
this algorithm computes the landmark uniqueness value for
every landmark L in LG and stores it into ⌥uv . Finally,
using these computed structures, the algorithm recognizes
which candidate goal is being pursued from observations us-
ing the heuristic huniq , returning those candidate goals with
the highest estimated value within the ✓ threshold.

Algorithm 3 Recognize goals/plans using the heuristic huniq .
Input: ⌅ planning domain definition, I initial state, G set of
candidate goals, O observations, and ✓ threshold.
Output: Recognized goal(s).

1: function RECOGNIZE(⌅, I, G, O, ✓)
2: LG  EXTRACTLANDMARKS(⌅, I, G)
3: ⇤G  COMPUTEACHIEVEDLANDMARKS(I, G, O, LG)
4: ⌥uv  hi . Map of landmarks to their uniqueness value.
5: for each fact landmark L in LG do
6: ⌥uv(L) LUniq(L, LG)
7: end for
8: maxh  max

G02G
huniq(G

0,⇤G(G0), LG(G0),⌥uv)

9: return all G s.t G 2 G and
huniq(G,⇤G(G), LG(G),⌥uv) � (maxh � ✓)

10: end function

As an example of how our heuristic huniq estimates goal
completion using landmark uniqueness values, recall the
BLOCKS-WORLD example from Figure 1. As previously,
the correct hidden goal is RED and we observe the follow-
ing actions: (unstack E A) and (stack E D). Listing 1
shows the set of extracted fact landmarks for the candidate
goals in the BLOCKS-WORLD example and their respec-
tive uniqueness value. Based on the set of achieved land-
marks (shown in bold in Listing 1), our heuristic huniq es-
timates the following percentage for each candidate goal:
huniq(RED) = 3.66/6.33 = 0.57; huniq(BED) = 1.66/6.33 = 0.27;
and huniq(SAD) = 3.66/8.33 = 0.43. In this case, Algorithm 3
correctly estimates RED to be the intended goal since it has
the highest heuristic value.
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Landmark-Based Uniqueness Heuristic (1 of 2)

To develop our second heuristic, we introduce the concept of
landmark uniqueness, which is the inverse frequency of a landmark
among the landmarks found in a set of candidate goals, i.e., how
unique (and thus informative) each landmark is among all landmarks;

LUniq(L,LG) =




1∑

L∈LG

|{L|L ∈ L}|


 (2)

S L1

L3

L2 A

B

C

LUniq(L2) = 1/2
LUniq(L1) = 1/3
LUniq(L3) = 1

Pereira, Oren, and Meneguzzi Landmark-Based Heuristics for Goal Recognition February, 2017 8 / 16



Landmark-Based Uniqueness Heuristic (2 of 2)

Our second heuristic, called huniq, estimates the goal completion of a
candidate goal G by calculating the ratio between the sum of the
uniqueness value of the achieved landmarks of G and the sum of the
uniqueness value of all landmarks of G ;

huniq(G ,ALG ,LG ,Υuv ) =




∑

AL∈ALG

Υuv (AL)

∑

L∈LG

Υuv (L)


 (3)

where:

Υuv is a table of uniqueness values

ALG achieved landmarks for goals in G

LG all landmarks for goals in G
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Landmark-Based Uniqueness Heuristic: Algorithm

Our second heuristic is called huniq;

Algorithm 2 Recognize goals/plans using the heuristic hgc.
Input: ⌅ planning domain definition, I initial state, G set of
candidate goals, O observations, and ✓ threshold.
Output: Recognized goal(s).

1: function RECOGNIZE(⌅, I, G, O, ✓)
2: LG  EXTRACTLANDMARKS(⌅, I, G)
3: ⇤G  COMPUTEACHIEVEDLANDMARKS(I, G, O, LG)
4: maxh  max

G02G
hgc(G

0,⇤G(G0), LG(G0))

5: return all G s.t G 2 G and
hgc(G,⇤G(G), LG(G)) � (maxh � ✓)

6: end function

den correct goal is RED, and we observe the following par-
tial sequence of actions that achieve RED: (unstack E A)
and (stack E D). Thus, based on the achieved landmarks
ALRED computed using Algorithm 3 (Figure 2), our heuris-
tic hgc estimates that the percentage of completion for the
goal RED is 0.66: (clear R) = 1/1 + (on E D) = 3/3 +
(on R E) = 1/3 + (ontable D) = 1/3, and hence, 2.66/4 =
0.66. For the words BED and SAD our heuristic hgc estimates
respectively, 0.54 and 0.58.

5 Landmark-Based Uniqueness Heuristic
Many goal recognition problems containing multiple am-
biguous candidate goals have these goals sharing common
fact landmarks. Clearly, landmarks that are common to mul-
tiple goals are less useful for recognizing a goal than land-
marks that exist for only a single goal. As a consequence,
computing how unique (and thus informative) each land-
mark is can help disambiguate similar goals for a set of can-
didate goals. We develop a second heuristic building on this
intuition; to construct this heuristic, we introduce the con-
cept of landmark uniqueness, which is the inverse frequency
of a landmark among the landmarks found in a set of can-
didate goals. For example, consider a landmark L that oc-
curs only for a single goal within a set of candidate goals;
the uniqueness value for such a landmark is intuitively the
maximum value of 1. Equation 2 formalizes this intuition,
describing how the landmark uniqueness value is computed
for a landmark L and a set of landmarks for goals LG .

Using this uniqueness value, we estimate which candidate
goal is the intended one by summing the uniqueness values
of the landmarks achieved in the observations. Unlike our
previous heuristic, which estimates progress towards goal
completion by analyzing sub-goals and their achieved land-
marks, the landmark-based uniqueness heuristic estimates
the goal completion of a candidate goal G by calculat-
ing the ratio between the sum of the uniqueness value of
the achieved landmarks of G and the sum of the unique-
ness value of all landmarks of G. Effectively, this algorithm
weighs the completion value by the informational value of a
landmark so that unique landmarks have the highest weight.
To estimate goal completion using the landmark uniqueness
value, we must calculate the uniqueness value for every ex-
tracted landmark in the set of landmarks of the candidate
goals. Using Equation 2, we compute the landmark unique-
ness value of every landmark L of LG and store it into ⌥uv .

This heuristic is denoted as huniq and formally defined in
Equation 3.

LUniq(L, LG) =

0
BB@

1X

L2LG

|{L|L 2 L}|

1
CCA (2)

huniq(G, ALG, LG,⌥uv) =

0
BB@

X

AL2ALG

⌥uv(AL)

X

L2LG

⌥uv(L)

1
CCA (3)

Algorithm 3 formalizes a goal recognition function that
uses the huniq heuristic. This algorithm takes as input the
same parameters as the previous approach: a goal recogni-
tion problem and a threshold ✓. Like Algorithm 1, this al-
gorithm extracts the set of landmarks for all candidate goals
from the initial state I, stores them in LG (Line 2), and com-
putes the set of achieved landmarks based on the observa-
tions, storing these in ⇤G . Unlike Algorithm 1, in Line 6
this algorithm computes the landmark uniqueness value for
every landmark L in LG and stores it into ⌥uv . Finally,
using these computed structures, the algorithm recognizes
which candidate goal is being pursued from observations us-
ing the heuristic huniq , returning those candidate goals with
the highest estimated value within the ✓ threshold.

Algorithm 3 Recognize goals/plans using the heuristic huniq .
Input: ⌅ planning domain definition, I initial state, G set of
candidate goals, O observations, and ✓ threshold.
Output: Recognized goal(s).

1: function RECOGNIZE(⌅, I, G, O, ✓)
2: LG  EXTRACTLANDMARKS(⌅, I, G)
3: ⇤G  COMPUTEACHIEVEDLANDMARKS(I, G, O, LG)
4: ⌥uv  hi . Map of landmarks to their uniqueness value.
5: for each fact landmark L in LG do
6: ⌥uv(L) LUniq(L, LG)
7: end for
8: maxh  max

G02G
huniq(G

0,⇤G(G0), LG(G0),⌥uv)

9: return all G s.t G 2 G and
huniq(G,⇤G(G), LG(G),⌥uv) � (maxh � ✓)

10: end function

As an example of how our heuristic huniq estimates goal
completion using landmark uniqueness values, recall the
BLOCKS-WORLD example from Figure 1. As previously,
the correct hidden goal is RED and we observe the follow-
ing actions: (unstack E A) and (stack E D). Listing 1
shows the set of extracted fact landmarks for the candidate
goals in the BLOCKS-WORLD example and their respec-
tive uniqueness value. Based on the set of achieved land-
marks (shown in bold in Listing 1), our heuristic huniq es-
timates the following percentage for each candidate goal:
huniq(RED) = 3.66/6.33 = 0.57; huniq(BED) = 1.66/6.33 = 0.27;
and huniq(SAD) = 3.66/8.33 = 0.43. In this case, Algorithm 3
correctly estimates RED to be the intended goal since it has
the highest heuristic value.
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Experiments and Evaluation

We evaluate our heuristics over datasets with 15 planning domains (6
of these domains are provided by Raḿırez and Geffner), such as:

Blocks-World, Campus, Depots, Driver-Log,

Dock-Worker-Robots, Easy-IPC-Grid, Ferry,

Intrusion-Detection, Kitchen, Logistics, Miconic, Rovers,

Satellite, Sokoban, and Zeno-Travel;

These datasets contain hundreds of goal recognition problems,
varying the observability (10%, 30%, 50%, 70%, and 100%);

We compared our heuristics against the heuristic-based approach of
Raḿırez and Geffner (Plan Recognition as Planning. IJCAI, 2009), which is
their fastest and most accurate approach;
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Experiments and Evaluation - ROC Space (1 of 2)

We select the results of our heuristics using threshold θ = 30%;

To evaluate our heuristics agains Raḿırez and Geffner’s approach, we
use the ROC space, which shows the trade-off between True Positive
results and False Positive results;

We aggregate multiple domains and plot these goal recognition
results in ROC space, we aim to show how good each approach is in
general (all domains);
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Experiments and Evaluation - ROC Space (2 of 2)
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Experiments and Evaluation - Recognition Time
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Conclusions

Contribution:
Use planning landmarks for goal recognition; and
Obviate the need to run a planner during goal recognition, resulting in
much faster and highly accurate recognition.

Limitations:
Sensitive to the presence of landmarks
Low accuracy with very few observations, i.e., 10% of observability;

Future Work:
Use different landmark extraction algorithms;
Use goal ordering techniques;
Derive a probabilistic interpretation for the landmarks; and
Apply our landmark-based heuristics to continuous and temporal
domains.
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Thank you!
Questions?
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