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ABSTRACT
When entering a system, an agent should be aware of the
obligations and prohibitions (collectively norms) that will
affect it. Several solutions to this norm identification prob-
lem have been proposed, which make use of observations of
either other’s norm compliant, or norm violating, behaviour.
These solutions fail in situations where norms are typically
violated, or complied with, respectively. In this paper we
propose a Bayesian approach to norm identification which
operates by learning from both norm compliant and norm
violating behaviour. By utilising both types of behaviour,
our work not only overcomes a major limitation of existing
approaches, but also yields improved performance over the
state-of-the-art. We evaluate its effectiveness empirically,
showing, under certain conditions, high accuracy scores.
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1. INTRODUCTION
Within the multi-agent systems community, norms have

been viewed as a means to provide declarative control over
agent behaviour while preserving their autonomy. Norms
are instantiated as obligations, prohibitions and permissions
under specific circumstances. In turn, these act as soft con-
straints, specifying the behaviour expected of the agent.
However, agents can violate these constraints for a variety
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of reasons, including the pursuit of an important goal; irra-
tional behaviour; or maliciousness. When violating a norm,
an agent typically has a sanction imposed upon it by some
entity within the system. A large body of work exists inves-
tigating how norms can be used to constrain behaviour of
software agents [1]. Such work typically focuses on formal
semantics; practical reasoning; and norm emergence.

Much less attention has been paid to the problem of norm
identification, which considers how an agent can identify
norms already present in a system. While existing work
usually assumes that agents are aware of all norms that
might affect them, this assumption is unrealistic, particu-
larly in open multi-agent systems, where new agents can
join or leave the system at any time, and where factors such
as limited bandwidth could hinder the transfer of norms.
Other situations where norm identification becomes impor-
tant include systems where norms are implicit rather than
formally specified; where agents are malicious (and could
therefore lie regarding the existence of a norm); and where
there is no shared ontology to facilitate communication be-
tween agents. In such situations, agents must be able to
detect, learn or identify norms so as to act appropriately,
and reduce the risk of being sanctioned.

Savarimuthu et al. [4] proposed a typology of norm iden-
tification methods. Among these, observation-based tech-
niques are perhaps the most popular. Here, agents ob-
serve the behaviour of others to infer a system’s norms.
Savarimuthu et al. [4, 3] proposed one such technique based
on the detection of violation signals, representing optional
punishments or sanctions imposed by agents after observ-
ing another violating a norm. By learning the situations
in which these violation signals arise, an agent can infer
a signal’s triggering norm. While effective in the presence
of norm violations, such an approach is difficult to apply
in systems where agents (largely) comply with norms. In
response, Oren and Meneguzzi [2] proposed an alternative
norm inference mechanism. In their approach, an agent in-
fers the goals pursued by others by applying plan recognition
to observed action sequences. By considering the states and
actions always avoided or achieved in pursuit of goals, pro-
hibitions and obligations are identified. However, their basic
approach does not function well in the presence of norm vi-
olations, and an extension that can cater for such violations
requires prohibitively large amounts of memory to function.

Both approaches discussed thus far, as well as others de-
scribed in the literature, function well in extreme cases when



norms are (nearly always) violated or complied with. How-
ever, they perform poorly in situations where both norm
compliance and violation regularly occur. Our core contri-
bution is to suggest a new approach to norm identification
which operates well in such situations. Our approach makes
use of both a violation signal and plan recognition, together
with Bayesian reasoning to associate a likelihood ratio with
an obligation or prohibition. An agent can then use these
ratios to pick and comply with the most likely norms. We
show that through the use of our techniques, an agent can
act in a norm-compliant manner after relatively few obser-
vations of the behaviour of others.

2. MODEL OVERVIEW
We consider the identification of norms governing tran-

sitions of agents through a graph encoding a state space.
Transitions between states are the result of an agent execut-
ing a plan with the goal of transitioning from a start node
to a destination node. Plans are thus sequences of nodes.
We make no assumptions about the source of plans: they
may be generated dynamically given a goal and a set of ac-
tions, or may come from a plan library, such as a BDI agent
program. Our norm identification mechanism is based on
the assumption that the observed agents’ plan libraries (or
available actions and planning mechanism) are known to the
observing agent. This would be the case if all agents share
the same plan library, at least at some level of abstraction,
but can also be seen as a hypothesis made by the observer
to gain some traction on the norm identification problem.

Our norm hypothesis space is defined by a subset of linear
temporal logic comprising three norm types and their nega-
tions. Informally, these are: i) eventually(n) / never(n): un-
conditional norms constraining a plan execution to include
or exclude node n; ii) next(cn, n) / not _next(cn, n): con-
ditional norms stating that if ‘context node’ cn is reached,
it must or (respectively) must not be followed by node n
(we only consider norms of these types when an edge from
cn to n exists in the graph); and iii) eventually(cn, n) /
never(cn, n): also conditional norms, expressing that begin-
ning from the node after the context node, node n will be
eventually or (respectively) never reached.

We assume that agents can observe paths traversed by
other agents in the graph. In addition, in line with the work
of Savarimuthu et al. [4, 3], we assume that agents can detect
signalling actions that indicate sanctioning of the observed
agent. These signals may indicate a sanction applied after a
norm has been breached, or may be non-normative signals
emitted by agents due to their own values or personal norms
being breached (we refer to these, respectively, as sanction
and punishment signals, and collectively as violation sig-
nals). We model the latter case by assuming there is a small
population-wide probability of a non-normative punishment
signal being observed after any step of an observed path.
Furthermore, we associated fixed probabilities with the like-
lihood of norm violations being observed, and of observed
violations being sanctioned.

Given an observed trace, for each possible norm we com-
pute the conditional likelihood of (a) the trace and observed
violation signals, and (b) the trace given the plan library.
Bayes’ rule is then used to update the odds of each norm
compared to a null hypothesis that no norm exists.

3. RESULTS SUMMARY
In order to evaluate our work, we utilised our approach

as a decision mechanism for action: an agent begins by ob-
serving others, and then acts based on the norms it has
learned. We then computed precision and recall scores for
the norms it believed existed within the system. Our experi-
ments show that our mechanism, when selecting the top ten
norms ranked by odds, results in significant precision and
recall scores. Even in a graph with almost 2000 possible
norms, our techniques enable an agent to generate norm-
compliant plan executions most of the time without any
prior knowledge of the active norms within a system, achiev-
ing an F1 score as high as 0.95. Finally, our experiments
suggest a significant increase in the approach’s effectiveness
when a violation signal can be used, with a significantly bet-
ter F1 score in such cases.

4. CONCLUSIONS AND FUTURE WORK
Previous work on observation-based identification of norms

has produced approaches that use evidence either assuming
that agents are fully compliant with norms or that agents
violate norms and that such violations produce an observ-
able signal. This is a serious limitation as such techniques
do not utilise all information available from the behaviour
of an agent that can both comply with, and violate, norms
in different situations. This work addresses this gap by con-
sidering both types of evidence and employing Bayes’ rule
to compute the odds of each possible norm compared to the
absence of any norms. It then uses the resulting odds to
identify norms via a ranking mechanism. We empirically
demonstrated the effectiveness of our approach on a range
of scenarios of varying complexity and size, and examined
the impact of violation signals as a source of information.
We found that at low levels of violation our approach can
generate norm-compliant behaviour at least 70% of the time
in the presence of a large number of norms, and up to 99%
of the time for societies with a small number of norms. Im-
portantly, we show that when agents do violate norms, and
when such violations are observable, we substantially im-
prove recall for detecting such norms.
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