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Abstract The exchange of goods and services between individuals is often
formalised by a contract in which the parties establish norms to define what is
expected of each one. Norms use deontic statements of obligation, prohibition,
and permission, which may be in conflict. The task of manually detecting norm
conflicts can be time-consuming and error-prone since contracts can be vast
and complex. To automate such tasks, we develop an approach to identify po-
tential conflicts between norms. We show the effectiveness of our approach and
its individual components empirically using two publicly available corpora, and
contribute with a new annotated test corpus for norm conflict identification.

Keywords norms, natural language processing, normative conflicts, deontic
logic.
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1 Introduction

In social groups, interactions between members often follow some kind of regu-
lation to minimize conflicting behaviour. This regulation is based on expected
behaviours for each group member, which ensures that members follow a so-
cially accepted behaviour. Societies use norms to formalise expected behaviour
and act as group regulators that enforce a defined conduct for certain situa-
tions for each agent in the society. Their definitions usually respect a social
consensus, which is formed by group representatives. In general, norms follow
deontic concepts that define three types of modalities: permissions, obligations
and prohibitions (von Wright, 1951). A permission states a behaviour that is
allowed to be executed. An obligation states a behaviour that must be exe-
cuted. Finally, a prohibition states a behaviour that must not be executed.
These concepts are present in most social relationships involving agreements
between members of a society. Agreements are usually formed by two or more
parties that agree in the exchange of goods or services. Such agreements are
often formalised by contracts, which describe the parties and a set of clauses.
Within the clauses, contracts describe norms to be agreed upon.

A contract defines the parties, their relations, and a set of clauses contain-
ing norms that explain what each party must comply with Gao et al (2012).
Since the use of contracts to regulate the exchange of goods and services
through the Internet has increased, contracts have been formalised for use in
the online context. Online contracts are increasingly used for different kinds
of agreements involving the trading of products and services. This increase
demands much more effort in the process of contract creation and analysis,
since contracts tend to be long and complex documents.

Contractual norms include some kind of logical description of behaviours,
defining what is obliged, permitted or forbidden. For example, in a restaurant,
customers are prohibited from smoking and obliged to pay for the food they
eat. However, conflicts between norms may occur depending on the objects
they refer to and the modalities used in them. A conflict arises when norms
that represent different deontic concepts are applied to the same target. One
example is when a norm obliges a certain company to pay for a product and
another one prohibits it from doing so. Conflicts of this type may invalidate
norms involved, confusing the party according to what is expected of it in the
situation described. Thus, a specific requirement in a norm conflict is to ensure
that norms described in contracts do not introduce inconsistencies into them.
Such effort can prevent the case when long and complex contracts have con-
flicts introduced unwittingly. Automating the identification of such conflicts
avoids contract inconsistency and assists the human analysis, facilitating the
task of writing and correcting contracts.

Identifying potential conflicts between norms within contracts is usually
done by humans who manually check each norm and compare their meaning.
This is a laborious and time-consuming process, which in turn makes contract
verification slow, difficult, and error-prone. There is a great potential to im-
prove the speed and quality of verification by automating such process. Recent
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efforts (Vasconcelos et al, 2009; Figueiredo and da Silva, 2013; Pace and Scha-
pachnik, 2012; Goŕın et al, 2011) have tried to identify normative conflicts,
however, there are few approaches dealing with norms in the natural language
context.

To make possible a conflict analysis over norms written in natural language,
we extract the elements that compose a norm. For this task, we leverage ex-
isting work from Gao and Singh (2014, 2013), which propose approaches to
extract normative relationships and norm properties in business contracts. We
extend such approaches to accomplish a model that identify potential conflicts
between norms using norm properties. We use concepts from deontic logic as
basis to identify normative conflicts. The relations between deontic meanings
help us to check if two norms are conflicting. While we acknowledge that
the type of deontic logic we use is somewhat naive and vulnerable to known
paradoxes, as we show, our approach lends itself very well to practical imple-
mentation, and constitutes a powerful first step towards automated contract
conflict identification.

We divide our approach into two phases. First, we extract information from
the contract structure using natural language processing techniques, which
allow us to identify logic components of a formal representation of norms. In
the second phase, we use the extracted norm representations to compare the
norms according to the parties to which they are applied. In this phase, we
focus on the comparison of norm elements, using concepts of deontic logic and
language similarity to identify corresponding information in norm pairs that
may produce a conflict. To evaluate our approach, we created a corpus with
normative conflicts manually inserted. Thus, using the set of contracts with
conflicts we test our identifier that obtains an accuracy of 78% overall inserted
conflicts.

In this work, we have two main contributions. The first one is related
to the development of a first step to the automation of contract analysis.
Since contract analysis is poorly developed (Curtotti and Mccreath, 2010;
Gao and Singh, 2014, 2013), this work improves the area by presenting a
semi-automatic approach that provides a basis to more complex approaches.
Our second contribution is a tool to assist in preventing conflicts from being
inserted into contracts.

This work is divided into seven sections. In Section 2, we cover the main
concepts used in this work, such as norms, contracts, deontic logic, and norm
conflicts. In Section 3, we describe the first phase of our approach, which is the
creation of a norm representation. To do so, we apply information extraction
techniques to identify norms and their elements, such as party name, modal
verb, and norm action. In Section 4, we describe the second phase of the work,
in which we use the extracted information about norms to compare them and
detect potential conflicts. Each potential conflict is then classified in one of
three types, namely permission × prohibition, permission × obligation, and
obligation×prohibition. In Section 5, we describe previous work that deal with
norms and norm conflict and we compare our work to theirs. In Section 6, we
discuss about the weaknesses of our approach and introduce some solution to
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them. Finally, in Section 7, we draw some conclusions about the work and we
state some future work.

2 Background

2.1 Norms and Deontic Logic

According to Axelrod (1986), “a norm exists in a given social setting to the
extent that individuals usually act in a certain way and are often punished
when perceived not to be acting in this way”. Norms arise when a coordinated
behaviour serves to regulate conflict under a large number of individuals, and
provide a powerful mechanism for regulating conflict in groups, governing much
of our political and social lives. In contracts, clauses define a set of norms. In
such case, these norms indicate what is expected from each party according
to the contract definitions. Most norm representations are based on deontic
logic, using concepts such as permissions, obligations and prohibitions. These
concepts describe the type of restriction intended of a norm.

Deontic Logic has its origins in philosophical logic, applied modal logic, and
ethical and legal theory. The aim of deontic logic is to describe ideal worlds,
allowing the representation of deviations from the ideal (i.e. violations). Thus,
deontic logic and the theory of normative positions have strong relevance to
legal knowledge representation, and consequently it is applied to the analy-
sis and representation of normative systems (Jones and Sergot, 1992). Norms
often present deontic concepts to describe permissions, obligations, or prohi-
bitions. A prohibition norm indicates an action that must not be done, and, if
such action is carried out, a violation occurs. Conversely, a permission norm in-
dicates an action that can either be performed or not. In most deontic systems,
a prohibition is considered to be equivalent to the negation of a permission,
thus, an action that is not permitted comprises a prohibition. Although these
two modalities are sufficient to represent most norms, obligations are also com-
monly employed in norm representation. An obligation represents an action
that must be done, and it is equivalent either to the negation of a permission
not to act or a prohibition not to act. Formally, we represent norms using the
modal operators of P for permission, F for prohibition, and O for obligation.
Additionally, we consider p and q as the parties in which a model operator is
applied to. We represent actions with capital letters, such as A,B, and C. The
negation of an action (e.g. !A) means not performing such action. For example,
given an action A for “buy product W”, the expression !A means “not buy
product W”. We can represent, based on von Wright (1951) definitions, the
equivalences between deontic concepts, as follows:

– P (p,A) ≡ P (p,A) ∨ P (p, !A)
– F (p,A) ≡ O(p, !A) ∨ !P (p,A)
– O(p,A) ≡ F (p, !A) ∨ !P (p, !A)

Example 1 illustrates the equivalence between obligation and prohibition in
two sentences. Equivalences allow us to compare and identify conflicts between
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norms. Conflicting norms often have different modal operators, thus, knowing
these equivalences make it easy to identify differences.

Example 1 (Obligation and prohibition)

– Company X must follow rule Y.
– Company X must not disregard rule Y.

To extract norms and their properties, one must identify the contract struc-
ture and its components. Such components are responsible for dividing the
contract into subjects, such as declaration of the parties and description of
the clauses. Among such properties, the actions expressed in norms (that we
will call norm actions in this paper) define a goal in which the party must
satisfy for each case in a contract. These goals have two aspects as they can be
either declarative or procedural. A declarative goal describes a sought state,
i.e., a state-of-affairs according the described in the norm. Whereas a proce-
dural goal describes a set of actions to achieve a certain goal (Winikoff et al,
2002). Example 2 illustrates both cases.

Example 2 (Declarative and Procedural Norm Actions)

– Declarative: Company A must keep the warehouse clean.
– Procedural: Company A shall clean the warehouse.

2.2 Contracts and their components

A contract is an agreement that two or more parties enter voluntarily, when
it is useful to formalise that a certain duty comes into existence by a promise
made by at least one of the parties (Rousseau and McLean Parks, 1993). The
creation of a contract formalises what each party expects from the other, cre-
ating a warranty that the duties will be fulfilled. Therefore, it creates legally
enforceable obligations between the parties. These enforceable obligations are
defined by a series of norms, which are responsible for defining any expected
behaviour from the parties. Contracts are used in many situations for differ-
ent purposes. In any legal agreement, a contract handles the formalisation of
agreement conditions.

With the use of the Internet, electronic contracts arise as a new way to
represent formal agreements and are increasingly explored for commercial ser-
vices. An electronic contract is very similar to a traditional paper-based com-
mercial contract, following the same rules and structure. Most types of con-
tract can be represented electronically, leading to the need of managing such
contracts, dealing with representation and evaluation of agreements. In this
work, we deal with contracts written in natural language, in which the task
of analysing and evaluating norms is traditionally done by human readers. As
more contracts are required to codify an increasing number of online services
which span over multiple countries and different legal systems, the tasks of
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writing and verifying contracts such as end-user-licenses for these services by
humans become more laborious, taking substantial time (Gao et al, 2012).

Analysing contracts from the Australian contract corpus (Curtotti and Mc-
Creath, 2011) and the corpus used by Gao et al (2012), we notice that most of
them are a semi-structured document often divided into an initial description
of the parties (header) and a set of clauses describing the expected behaviours
from the parties. The header contains information about the parties, it presents
and assigns them abbreviations or equivalent names. The set of clauses in a
contract determines what each party must comply with along the duration of
the contract. Norm clauses are often directed to one or more parties, likewise
they may describe an expected behaviour from the agreement itself.

2.3 Modal Verbs and Their Deontic Meanings

Norms use concepts from deontic logic as a basis to describe permissions, pro-
hibitions, and obligations. Such elements are often represented by modal verbs.
Modality and modal verbs are connected by their meanings since modality de-
scribes deontic concepts and modal verbs describe modalities in sentences. For
example, in the sentence: “Company X must pay the product taxes.”; must
is the modal verb that describes the obligation modality.

English has a set of modal verbs including: may, can, must, ought (to),
will, and shall (Palmer, 2001). Moreover, might, could, would, and should
are usually considered as modal verbs as well. From this set, we can map
the modal verbs into deontic meanings, i.e., permission, prohibition, and obli-
gation. Steedman (1977) maps must and may to obligation and permission,
respectively. The remaining of modal verbs are mapped according to English
grammar rules (Palmer, 2001). Table 1 illustrates the mapping between modal
verbs and deontic meanings based on the associations made by Steedman
(1977) and complemented according to grammar rules interpreted by Palmer
(2001).

Table 1 Mapping modal verbs into deontic meaning.

Modal Verb Deontic Meaning
can, may Permission
must, ought, shall, will Obligation
cannot, may not, must not, ought not, shall not, will not Prohibition

Using the mapping in Table 1, we can identify the deontic meaning of
a norm by means of its modal verb. Examples from 3 to 5 (extracted from
Sample Business Contracts1) present sentences and their extracted deontic
meaning.

1 http://goo.gl/lE3q6H and http://goo.gl/E8brjp

http://goo.gl/lE3q6H
http://goo.gl/E8brjp
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Example 3 Purchaser shall also be financially responsible for all taxes and
freight in connection with the New Equipment. (Obligation)

Example 4 Each party hereto shall not disclose any confidential information
received by it pursuant to this Agreement without the prior written consent
of the other. (Prohibition)

Example 5 Roxio, upon request, may review such agreements at any time
before or after execution. (Permission)

2.4 Norm Conflicts

In order to understand the concept of norm conflict, we review a series of
norm conflict concepts extracted from different areas, such as international
law and multi-agent systems. One concept of norm conflict is the one applied
to international law. It states that a conflict between two norms arises when
“a party to two treaties cannot comply with its obligations in both treaties
simultaneously” (Jenks, 1953). The sentences in Example 6 illustrate this type
of conflict.

Example 6 (Obligation conflict)

– If the equipment presents an error, Customer A must send it to address X.
– If the equipment presents an error, Customer A shall send it to address Y.

In this case, both norms indicate different actions (different addresses) for
the same event, making compliance with both norms impossible, invalidating
them. In this example, even if a very unlikely interpreter could argue that
a customer shall send the equipment to one address and then to another, it
would still constitute a potential conflict due to ambiguity in language.

Although this concept is the prevailing view in international law, Vranes
refines this definition, characterising conflicts between permissions and obli-
gations, and permissions and prohibitions (Vranes, 2006). A conflict between
a permission and an obligation arises when the party has permission for a
defined action and, simultaneously, the obligation for the same action. For
example, see the sentences in Example 7.

Example 7 (Conflict between a permission and an obligation)

– Company A must pay the taxes.
– Company A may choose to pay the taxes.

In the example, the first norm states that the party must pay the taxes,
whereas the second norm permits the party to choose whether to pay the taxes
or not. In the example, one norm invalidates the other producing a conflict.
A conflict between a permission and a prohibition arises when the norms,
simultaneously, permit and forbid the party to perform a certain action, as
Example 8 illustrates.
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Example 8 (Conflict between a permission and a prohibition)

1. Company A must not buy the product X.
2. Company A may buy any product.

Kollingbaum et al (2007) consider the concept of norm conflict the same
as the second conflict type of Vranes. They define that a norm conflict is an
interference between permissions and prohibitions. These concepts are similar
to the ones presented by Sadat-Akhavi (2003), which states that norm conflicts
arise when one cannot comply with all requirements of two norms. It means
that it is impossible to comply with both norms, since they are mutually
exclusive and cannot coexist in a legal order. Thus, compliance with one norm
entails non-compliance with the other.

Sadat-Akhavi (2003) describes four causes for a norm conflict to arise. The
first cause is when the same act is subject to different types of norms. Thus,
a conflict of norms arises “if two different types of norms regulate the same
act, i.e., if the same act is both obligatory and prohibited, permitted and
prohibited, or permitted and obligatory”. Example 9 shows a norm conflict
between an obligation and a prohibition.

Example 9 (Conflict between an obligation and a prohibition) :

– Norm 1: The receiving State shall exempt diplomatic agents from indirect
taxes.

– Norm 2: The receiving State shall not exempt diplomatic agents from in-
direct taxes.

The second cause is when one norm requires an act, while another norm re-
quires or permits a ‘contrary’ act. By ‘contrary’, we are saying that such actions
cannot be performed at the same time but both can be avoided. Therefore,
a conflict of norms is produced if “two contrary acts, or if one norm permits
an act while the other norm requires a contrary act” (Sadat-Akhavi, 2003).
Example 10 illustrates the conflict. Both norms indicate different places in
which a prisoner of war must be treated. Norm 1 states that it must (or may)
be done in the prisoner camps, whereas Norm 2 states that it must happen in
civilian hospitals. The conflict arises in the moment that one tries to comply
with one norm and, at the same time, is non-complying with the other.

Example 10 (Norm conflict between norm 1 and 2)

– Norm 1: Prisoners of war suffering from disease shall/may be treated in
their camps.

– Norm 2: Prisoners of war suffering from disease shall be treated in civilian
hospitals.

The third cause for a norm conflict is when one norm prohibits a ‘necessary
precondition’ of another norm. Suppose two actions A and B, where B cannot
be performed without A having been performed before. In this case, a norm
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conflict arises when one norm prohibits A and another norm allows B, as
Example 11 shows. In the example, we consider action A as “enter area X”
and action B as “render assistance to any person in danger in area X”. To
comply with Norm 1 one must disobey Norm 2.

Example 11 (Norm conflict between norm 1 and 2) :

– Norm 1: Ships flying the flag of State A shall/may render assistance to any
person in danger in area X.

– Norm 2: Ships flying the flag of State A shall not enter area X.

The fourth cause for a norm conflict to arise is when one norm prohibits
a ‘necessary consequence’ of another norm. Suppose that one cannot perform
action B without producing A as result. A conflict arises when one norm obliges
B and another norm prohibits A, as Example 12 shows. If we consider action
B as “replace existing rails in area X” and A as the period of time that the
line in area X will be hampered, one cannot comply with both norms 1 and 2
in Example 12.

Example 12 (Norm conflict between norm 1 and 2)

– Norm 1: State A shall replace existing rails with new ones in area X.
– Norm 2: State A shall not hamper the transport of goods on the existing

line in area X.

Fenech et al (2009a) define four reasons for a conflict to arise:

1. An agent is obliged and forbidden to perform the same action, e.g., given
an action A and an agent p: O(p,A) ∧ F (p,A);

2. An agent is permitted and forbidden to perform the same action, e.g.,
P (p,A) ∧ F (p,A);

3. An agent obliged to perform two contradictory actions, e.g., given the
contradictory actions A and B and O(p,A) ∧O(p,B); and

4. An agent is permitted to perform an action and obliged to perform a con-
tradictory action, e.g., given the contradictory actions A and B and a party
p, P (p,A) ∧O(p,B).

Pace and Schapachnik (2012) describe conflicts between conflicting norms
and mutually exclusive actions. Considering an agent p, P for permission and
O for obligation, they state that a conflict arises when an agent has opposite
permissions, for example, given an action A, the following configures a conflict:

– P (p,A)∧!P (p,A)

The same occurs when an agent has obligations instead of permissions:

– O(p,A)∧!O(p,A)

Here, a conflict may arise when an agent has an obligation to perform an
action conflicting with either a permission or an obligation not to perform it.
The following cases describe such conflicts:
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Fig. 1 Summary of the process of potential conflict identification.

– O(p,A) ∧ P (p, !A);
– O(p,A) ∧O(p, !A); and
– O(p,A)∧!P (p,A)

The final type of conflict regards mutually exclusive actions, such that a
conflict arises when an agent has an obligation to perform mutually exclusive
actions, i.e., given two actions A and B, they conflict with the following case:

– O(p,A) ∧O(p,B)

These conflicts involving mutually exclusive actions can help us to expand
the notion of conflicts. However, the identification of mutually exclusive actions
is a challenging task in natural language.

3 Detecting and Classifying Norms

Overall, our work is divided into two main phases, the creation of norm rep-
resentations and the comparison between such representations. The former is
responsible for extracting enough information to create a norm representation,
this includes the norm itself, the parties, norm modalities, and norm actions.
The latter uses this information to compare norms and identify potential con-
flicts. Figure 1 illustrates the architecture used in this work. In the figure, we
define contract text as the raw text from a contract, i.e., without a prepro-
cessing step. Whereas the list of contract sentences is the text divided into
sentences, which means that they are the result of a preprocessing step.

In this section, we focus on the first phase, which is the creation of the norm
representation. This phase consists of four processes, norm, party, modality,
and norm action identification.
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3.1 Norm Identification

The first step towards the norm conflict identification is the norm identification
itself. Since we are dealing with natural language, norms are described as
sentences within contracts. For this task, we consider contract sentences to
be of two exclusive types: norm sentences and non-norm sentences. A norm
sentence usually follows a well-defined 4-component structure: an indexing
number or letter, one or more named parties, a modal verb, and a behaviour
description. Example 13 illustrates a typical norm sentence.

Example 13 “9. The Commission must first attempt to resolve an industrial
dispute by conciliation.”.

Example 14 “The Code Participants are parties to a Dispute within the mean-
ing of clause 8.2 of the Code.”.

Conversely, common sentences have a different structure, as Example 14
shows. They seldom have an identifier and modal verbs and often have a
different structure than norm sentences.

As modal verbs are the central element that differentiates a norm sentence
from a common sentence, we defined a list of modal verbs to consider in a
regular expression. For this work, we consider six modal verbs, namely: may,
can, must, ought, will, and shall. We use a rule-based approach following the
regular expression below to decide whether a sentence is a norm sentence or
not:

– Rule = .+? modal verb .+

– modal verbs = (may|can|must|ought|will|shall)

3.2 Norm Representation

Since we can identify norm sentences from contracts, we propose a norm repre-
sentation to compare such norms and identify potential conflicts. In this work,
we use the norm representation to divide a norm into three components. These
components are: party name, modal verb (deontic meaning), and norm action.
Example 15 shows a norm representation applied to a real norm.

– party name: For the conflicting cases we deal in this work, conflicting
norms are applied to the same party. Therefore, our norm representation
must identify what party must comply with the norm.

– deontic meaning: Norm conflicts arise from differences between deontic
meanings, such as obligation and prohibition, applied to the same context.
Thus, deontic meaning is a relevant aspect to consider in norm represen-
tations. This component may contain one of three possible values, namely
permission, prohibition, and obligation, depending on the modal verb in
the norm.



12

– norm action: Two norms with different deontic meanings present a con-
flict when they apply the same action to the same party.

Example 15 (Norm representation)
At the end of the term of this Agreement,
<party name> 7UP/RC</party name>
<modal verb> may<modal verb>
<norm action> use the Equipment to produce Products as well as other en-
ergy drinks.</norm action>

3.3 Party Identification

Given the norms from a contract, we need to identify each element of the norm
based on the defined norm representation. The first step towards the construc-
tion of the norm representation is the entity extraction for the purpose of
party identification. This task is divided into three subtasks: the identification
of the contract parties, which are often defined as either person or company
names; the identification of the aliases (abbreviations, nicknames), which are
name simplifications often used to refer to a certain party within the contract;
and the definition of a relation between the party names and their aliases, if
they exist. Since the Australian contract corpus has many template contracts,
which are contracts that have blank spaces representing parties (facilitating
party identification), we decided to use another corpus for the rest of the tasks
in our approach. Thus, we use the corpus provided by Gao et al (2012) in their
work. This corpus has 2093 real contracts divided into several categories, such
as manufacturing and purchasing.

To extract parties from contracts, we need to understand the contract
structure. Since contracts are semi-structured documents, we often find the
parties’ definition in the beginning of a contract. Among the contracts anal-
ysed, we identify several ways in which parties are described. However, one
particular pattern is commonly used. Consequently, we base our entity ex-
traction on this pattern, as Example 16 illustrates (extracted from http:

//goo.gl/vCHiUI).

Example 16 This agreement is made by and between Lucent Technolo-
gies Inc., a Delaware corporation, acting through its Microelectronics Group,
having an office at Two Oak Way, Berkeley Heights, New Jersey 07922 (“Lucent”)
and CD Radio Inc., a Delaware corporation, having its principal place of
business at 2175 K Street NW, Washington, DC, 20037 (“CD Radio”).

Entities are described using a simple pattern, which starts with the word
“between” and ends with the end of the sentence. The sequence of words
after “between” defines the first entity, it extends until the word “and”, which
separates the first entity from the second one. Party names containing the
“and” in the name can be mistaken as two different parties. We consider only
contracts with exactly two parties, i.e., contracts that describe the exchange

http://goo.gl/vCHiUI
http://goo.gl/vCHiUI
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of goods or services between either two persons or two companies. Using this
pattern, we create a regular expression that extracts this block of text from
contracts. From this block of text, we extract the entities. First, we use a list
(Extracted from http://goo.gl/YC5Utv) with 2526 company names in order
to find entities in the block of text. If the entity is not in the list, we use the
NLTK (Bird, 2006) part-of-speech tagger to annotate the text, and then we
extract the sequence of elements tagged as proper nouns. In Example 16, the
names in capital letters represent the party names.

However, in many cases entities are represented by aliases within the con-
tract. This information is often present in the same opening block of text that
defines the parties in the contract. Within the description of each party, sur-
rounded by parenthesis and, in some cases, double quotes, the name that will
be used in the contract is defined. In this case, we apply a simple regular ex-
pression to extract the nicknames and abbreviations, when they exist. Using
Example 16, which has the aliases identified by an underline, we extract:

– Entities: {Lucent Technologies Inc., CD Radio Inc.}
– Abbreviations: {Lucent, CD Radio}

To ensure that the alias indicates the party full name, we apply the regular
expression in the stretch that defines the party. For example, from “between”
to “and”, which describes the first party, if the regular expression matches an
element, we address it as the alias to the first party.

3.4 Modality Identification

The identification of modalities is an important step in the process of detecting
potential conflicts. The conflicts we deal in this work consist mainly of different
modalities applied to the same context, i.e., identifying opposite modalities in
a pair of norms is half of the process on conflict identification. Based on the
modal verb in a norm, we divide the sentence into subject and action since the
party (subject) presented before the modal verb is intended to comply with
the action specified after the modal verb. Additionally, identifying the deontic
meaning of a modal verb in a norm allows us to compare norms and detect
deontic conflicts between two norms.

To identify modal verbs, we use the list of modal verbs defined in Sec-
tion 2.3. For each norm, we try to identify one of the elements of the list
among the norm tokens. When identified, we check whether there is a nega-
tion after the verb, such as “may not”. In this case, we compare what we
found with dictionary entries indicating the deontic modality based on the
modal verb with or without the negation. The dictionary follows the map-
pings from modal verbs to deontic meanings described in Table 1. Formally,
let Θ be a norm sentence represented by the following sequence (θ1, θ2, ..., θn),
where θi is the ith token in the norm. Additionally, let (λ1, λ2, ..., λn) be a
sequence Λ of modal verbs, where λi is the ith modal verb in the set. Let
{λ1 : φ1, λ2 : φ2, ..., λn : φn} ∈ Φ be a dictionary, where each entry has a λ

http://goo.gl/YC5Utv
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(modal verb) as key and returns a φ, which is a deontic meaning corresponding
to the modal verb. To identify the modality of a norm, we need to find a θi in
Θ that is equal to a λj in Λ. When we find a θi equal to a λj , we use λj as key
to Φ, which returns a corresponding φl, thus, we address φl as the Θ deontic
meaning. At the end of the process, we obtain an annotated norm according
to its deontic meaning, and knowing the position of the modal verb allows us
to identify where the action is, as Example 17 shows.

Example 17 (Annotated norm)
<Party1>Lucent<Party1> <Obligation>shall</Obligation>

<norm action>acknowledge all orders in writing</norm action>.

4 Detecting and Classifying Potential Conflicts

Given the norm representation, in this section we develop the second phase
of our approach. Here, we want to use the representation to compare differ-
ent norms and detect potential conflicts between them. From these conflicts,
we want to classify them according to the deontic meaning they present. In
Section 6.4, we discuss our conflicting cases choice describing its limitations.

To detect a potential conflict, we compare two norms from the same con-
tract and verify whether some conditions are satisfied. Such conditions, applied
to a pair of norms, are:

– Both norms are applied to the same party;
– Both norms have conflicting deontic meanings; and
– Both norms refer to the same act, i.e., the same consequent in which the

party must fulfil.

In order to classify a potential conflict, we perform a comparison between
deontic meanings in norm pairs. Thus, based on the deontic conflict it arises,
we indicate a conflict type. In this work, we deal with three conflict types,
which we defined based on the first cause for a conflict to arise proposed by
Sadat-Akhavi (2003). Such types are:

(1) Permission× Prohibition
(2) Permission×Obligation
(3) Obligation× Prohibition

Following the relation between modal verb and deontic meaning, we are
able to distinguish between the three types. For example, a norm pair can be
classified as a potential conflict of type (2) if one norm has “can” as modal
verb and the other has “must” as modal verb.

4.1 Computing Semantic Similarity

Two norms constitute a potential conflict when they have different deontic
modalities but the same action, as Example 18 shows. However, as usual in
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natural language, norm actions can be written differently and yet have the
same meaning, which leads to the need for a method that measures the se-
mantic similarity between two norm actions. Example 19 illustrates two norms
that have norm actions with the same meaning but written in different ways.
Thus, given two norms applied to the same party, we extract the norm actions
and calculate the semantic similarity between them. Based on this measure,
we decide whether a norm pair must be considered a potential conflict.

Example 18 (Norms with different deontic modalities but the same action)

– Purchaser must <act>pay the product taxes</act>.
– Purchaser shall not <act>pay the product taxes</act>.

Example 19 (Norms with same meaning) :

– Purchaser must <act>pay the product taxes</act>.
– Purchaser shall not <act>pay the taxes applied to the product</act>.

To measure the semantic similarity between two norm actions, we use Al-
gorithm 1. This algorithm takes two parameters σ1 and σ2, the word-vector
corresponding to the norm actions of two sentences, and assumes that the
number of words in σ1 is smaller or equal to the number of words in σ2. The
comparison of these sentences consists of iterating over the indexes of each
word in both word-vectors (line 2). If both vectors have the exact same word
in the same position we add 1 to the final score (line 3). Otherwise, we com-
pare the word in the first vector to every other word in σ2 (line 6). If the same
word is found in a different position, we add 0.7 to the final similarity score
(line 8) representing a penalty for the different positions of the same word.
If the same word is not found in a different position, the algorithm tries to
compare the similarity between the synonyms of both words being compared
(lines 11 and 12) keeping the highest semantic similarity between them. We
calculate the semantic similarity for individual words using the Wu-Palmer
(wup) (Wu and Palmer, 1994) measure provided by WordNet, which gener-
ates a score that represents how semantic similar two word senses are based on
the depth of the two senses in the taxonomy and their most specific ancestor
node (the similarity function in Line 13). We chose the wup measure by
comparing it with four other measures provided by WordNet, namely Path
Length, Resnik (1995), Lin (1998), Jiang and Conrath (1997), and Leacock
and Chodorow (1998). After iterating over all words, we add the highest value
to the final score (line 15). Finally, we normalise the similarity score by the
mean length of both sentences (line 16).

In summary, the algorithm has three main cases: first, add 1 to the final
score when the same word appears in the same position of both norm actions;
second, add 0.7 to the final score when a word appears in both norm actions
but in different positions. This value is a penalty due to the word different
position; third, find the highest value of semantic similarity between a word in
the first norm action and the words of the second one. Example 20 illustrates
the application of the semantic similarity algorithm over norm actions resulting
in a similarity of 60%.
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Algorithm 1 Calculates the semantic similarity between two norm actions.
Require: |σ1| ≤ |σ2|
1: procedure compute similarity(σ1, σ2)
2: for ind1 in σ1 do . Iterate over the indexes of σ1
3: if σ1[ind1]=σ2[ind1] then sim← sim+ 1
4: else
5: simmax ← −∞
6: for ind2 in σ2 do
7: if σ1[ind1]=σ2[ind2] then
8: simmax ← 0.7
9: break

10: else
11: s1 ← synonyms of σ1
12: s2 ← synonyms of σ2
13: sim1,2 ← max

s1,s2
(similarity(s1, s2))

14: simmax ← max(simmax, sim1,2)

15: sim← sim+ max(0, simmax)

16: return sim/mean(len(σ1), len(σ2))

Example 20 (Semantic Similarity: 0.60)

– Cubist shall <act>at all times upon reasonable notice and during normal
business hours have the right to inspect the Facility to ascertain compliance
with GMPs.</act>

– Cubist may <act>be, at all times and upon reasonable notice and normal
business hours, denied an inspection of the Facility to ascertain compliance
with GMPs.</act>

Once calculated, the semantic similarity between norm actions allows us to
detect potential conflicts between norms with the same parties. To this end,
we define a threshold of 60%, in which norm pairs that have norm actions
with semantic similarity equal or greater than 60% are considered conflicts.
We chose this threshold by testing different values for it (see Section 4.2.3).
We conclude that thresholds smaller than 60% identify norm actions that do
not present semantic similarity, whereas thresholds greater than 60% exclude
norm actions semantic similar. Figure 2 illustrates the detection of a poten-
tial conflict. It consists of the comparison between each component of the
norm representation, namely the parties, the deontic meanings, and the norm
actions.

4.2 Evaluation

4.2.1 Norm Identification

To evaluate the norm identification process, we used the Australian contract
corpus (Curtotti and McCreath, 2011) to create a gold standard. The corpus
consists of 256 unannotated contracts, which are composed of different contract
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<Party_1>Purchaser</Party_1> <Obligation>must</Obligation> <action>pay the product taxes</action>.

<Party_1>Purchaser</Party_1> <Permission>may</Permission> <action>pay the taxes applied to the product</action>.

Same party Conflicting deontic 
meaning

Semantic similarity ≥ 
60%

Fig. 2 Example of potential conflict detection.

types involving different subject matters (e.g. business contracts, home leases,
among others). We manually annotated 92 contracts and we created two sets:
a norm sentence set with 9864 norms and a common sentence (non-norm) set
with 10554 sentences. We test our approach over the 92 annotated contracts
and we obtain 79% of precision, 98% of recall, and 87% of F-measure. The
errors we found are related to contract sentences containing either modal verbs
that do not represent a norm or sentences that use other types of expressions
to describe a norm, such as “Company X is obliged to”.

4.2.2 Party Identification

In order to evaluate the party identification, we manually evaluated an exe-
cution of the party identifier over 100 contracts from the manufacturing type
(extracted from http://contracts.onecle.com/type/47.shtml). As result,
we obtained an accuracy of 60% considering the whole task of identifying party
names, aliases, and their relation. The errors arise from differences between
the patterns, such as: contracts with three parties (4 errors); party descriptions
that do not use “between”/“and” pattern (10 errors); aliases pattern does not
match (17 errors); and other errors related to the link between party name
and alias.

4.2.3 Semantic Similarity Calculus

We compare the results of our semantic similarity algorithm to those presented
by Li et al (2006). They propose an algorithm to compute the similarity be-
tween sentences, which considers both semantic and word order information.
They apply their algorithm to 16 sentence pairs showing the similarity values
obtained. The semantic similarity value varies from 0 to 1, where 0 means
no similarity between the sentences and 1 means equal sentences. We use
these sentence pairs to compare the results with theirs. Since our approach
uses the wup measure to calculate the semantic similarity between words, we
created an approach that does not use the wup measure to compare the dif-
ference between them. Such approach, instead, compares whether two words
are equal without measuring their semantic similarity. We call this approach

http://contracts.onecle.com/type/47.shtml
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Simple Similarity and we add it in our comparison. Table 2 shows the obtained
results.

We conclude that the algorithms present differences in their results, such as
the number 4 of Table 2. Our approach presents more precise results for some
sentence pairs, such as the tuple (“I like that bachelor.”, “I like that unmarried
man.”) (number 8 in Table 2). However, when calculating the similarity be-
tween (“Red alcoholic drink.”, “An English dictionary.”) it results in a much
higher similarity than the others, showing that, in some cases, our algorithm
returns high values to words with no semantic similarity. It occurs due to the
algorithm procedure, which compares each word to a vast list of synonyms of-
ten finding a word with a high similarity. In comparison to Simple Similarity,
which does not use wup similarity measure, we obtained better results when
applied to sentence pairs that have similar meanings but different phrasal con-
structions. As an example, the sentence pair (“Red alcoholic drink.”, “A bottle
of wine.”) in which wup Similarity computes 0.31 of similarity while Simple
Similarity obtains only 0.14. Since Simple Similarity does not take into con-
sideration the synonyms of a word, sentence pairs like the previous example
receive lower similarity. In the sentence pair (“A glass of cider.”, “A full cup
of apple juice.”), wup Similarity obtains 0.5 while Simple Similarity obtains
0.34, which shows that Simple Similarity limits its computation to the equal-
ity of the words. Although our approach has limitations, it is much simpler
to implement than the one presented by Li et al. and slightly better than a
simple comparison between words. For these reasons, we use Algorithm 1 in
our approach to compute the semantic similarity between sentences.

Table 2 Comparison between the approaches using wup Similarity Measure; Simple Simi-
larity; and Li et al.

Sentence Pair Similarity WUP Simple Similarity Li et al.

1 (“I have a pen.”, “Where do you live?”) 0.08 0 0
2 (“Red alcoholic drink.”, “An English dictio-

nary.”)
0.43 0.25 0

3 (“I have a pen.”, “Where is ink.”) 0.32 0.14 0.12
4 (“I have a hammer.”, “Take some apples.”) 0.37 0.24 0.12
5 (“Canis familiaris are animals.”, “Dogs are

common pets.”)
0.34 0.34 0.36

6 (“Red alcoholic drink.”, “Fresh apple juice.”) 0.49 0.25 0.42
7 (“I have a hammer.”, “Take some nails.”) 0.34 0.24 0.5
8 (“I like that bachelor.”, “I like that unmarried

man.”)
0.72 0.62 0.56

9 (“Red alcoholic drink.”, “A bottle of wine.”) 0.31 0.14 0.58
10 (“Red alcoholic drink.”, “Fresh orange

juice.”)
0.45 0.25 0.61

11 (“It is a dog.”, “It is a log.”) 0.85 0.8 0.62
12 (“A glass of cider.”, “A full cup of apple

juice.”)
0.5 0.34 0.67

13 (“It is a dog.”, “That must be your dog.”) 0.38 0.32 0.73
14 (“Dogs are animals.”, “They are common

pets.”)
0.43 0.34 0.73

15 (“It is a dog.”, “It is a pig.”) 0.85 0.8 0.79
16 (“John is very nice.”, “Is John very nice?”) 0.68 0.68 0.97

In order to identify the best threshold value for semantic similarity between
norm actions, we performed a comparison using five different threshold values:
40%, 50%, 60%, 70%, and 80%. To compare them, we measured how each
value impacts the final result in the potential conflict identification. Using
the set of contracts with manually inserted conflicts as the gold standard (we
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detail the process of generating the gold standard in Section 4.2.4), we test
the potential conflict identifier for each threshold value. Table 3 shows the
results using different measures. For a better understanding, we based our
calculations on the total number of norm pair candidates, i.e., from the set
of identified norms, we calculate the total number of norm pair combinations.
For example, a set of 5 norms can form a total of 10 norm pairs. For the 16
contracts we have in the gold standard set, there are 11,928 norm pairs. Since
we identify the norm set using the Norm Identification algorithm during the
contract processing, some norms may not be identified. The gold standard
contains 121 norm conflicts out of the 11,928 norm pairs, i.e., around 1% of
the total number of norm pairs. In the evaluation, we consider to be true
positives (tp) the norm pairs identified by the potential conflict identifier that
are part of the 121 norm conflicts. We consider true negatives (tn) to be the
norm pairs that have no conflict and were not identified as conflicting. False
positives (fp) are the norm pairs identified as potential conflicts but have no
conflict, and false negatives (fn) are the conflicting norm pairs that were not
identified as such. Using these four measures (detailed in Appendix B), we
calculate accuracy (Equation 2), precision (Equation 3), recall (Equation 4),
f-score (Equation 5), true positive rate (Equation 6), specificity (Equation 7),
and false positive rate (Equation 8). Table 3 shows the measures and their
result for each threshold value. We highlight the best results for each measure.

As results show, when we apply a small threshold value (of 40%) for seman-
tic similarity we get the highest number of true positives and false negatives,
which results in a higher recall and true positive rate. However, using a thresh-
old value of 40% we also get the highest number of false positives, i.e., although
we find most of the conflicting norm pairs (83), we identify 189 other norm
pairs that are not conflicts. This high number of false positives results in a
small precision (0.31) and consequently a small f-score (0.42). When we apply
a high threshold value (of 80%), we get the highest number of true negatives
and false positives, which represent a conservative selection of potential con-
flicts. However, this threshold also yields the smallest number of true positives
(31) and false negatives (90), which result in small recall (0.26) and f-score
(0.39) values. These results show that although a high threshold results in
less errors than other values, it also identifies less conflicts, which is the main
goal in this work. Using a threshold value of 50%, we identify only 2 (two)
conflicts less than the 40% threshold and we also get a much smaller value
of false positives (32). However, using the 50% threshold value we do not get
the highest values of precision, recall, and f-score. Using a threshold of 70%,
we get similar results when comparing to the 80% threshold, which results in
small values of recall, and f-score. This threshold value gets the highest pre-
cision (of 0.82) due to the few false positives (10), however, it also results in
only 47 true positives, a small number when we compare to the 60% threshold
value (80). Finally, using a threshold of 60% we get only three true positives
lesser than the 40% threshold and we get a much lesser value of false posi-
tives (21). These values result in good precision and recall measures (0.79 and
0.66, respectively) and the higher f-score (0.72). Considering these results, we
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conclude that a threshold of 60% is the best choice for the task of identifying
semantic similar between norm actions for this particular dataset. We use the
f-score measure as the main indicator of how well a threshold value performs.
Our accuracy measure (the one in Equation 2, not the one described in Equa-
tion 1), specificity, and false positive rate do not vary significantly for any
threshold value due to the high number of true negatives. Although the true
positive rate measure does vary with threshold values because the number of
true positives changes, it ignores the number of false positive, which is one of
the main issues our technique aims to mitigate (i.e. a large number of potential
conflicts for human contract reviewer).

Table 3 Threshold values comparison

Threshold 40% 50% 60% 70% 80%
True Positives 83 81 80 47 31
True Negatives 11618 11775 11786 11797 11799
False Positives 189 32 21 10 8
False Negatives 38 40 41 74 90

Accuracy 0.98 0.99 0.99 0.99 0.99
Precision 0.31 0.72 0.79 0.82 0.79

Recall 0.69 0.67 0.66 0.39 0.26
F-Score 0.42 0.69 0.72 0.53 0.39

True Positive Rate 0.69 0.67 0.66 0.39 0.26
Specificity 0.98 1.00 1.00 1.00 1.00

False Positive Rate 0.02 0.00 0.00 0.00 0.00
Total number of conflicts 121

4.2.4 Potential Conflict Identifier

The potential conflict identifier comprises all previous procedures, i.e., to per-
form this identification, we need to apply the entire process described in Fig-
ure 1. To evaluate this kind of identification, we need a corpus containing real
norm conflicts. However, after extensive search, we could not find a corpus
with real normative conflicts. Thus, we chose to manually create norm con-
flicts using a set of real norms as a basis, and apply a method to guide a
user to insert conflicts given a set of norms (see A). Using the resulting con-
flicts in contracts, we execute our potential conflict identifier over the altered
contracts.

For this task we divided two volunteers with no knowledge of the detection
algorithms into two different types of conflict insertion. We asked the first
volunteer to insert conflicts that have only differences in the modal verb, e.g.
changing an obligation modal verb (‘must’) for a permission one (‘may’). The
volunteer created 94 conflicts in 10 different contracts, totalling 13 conflicts
of type (1) (Permission x Prohibition), 36 conflicts of type (2) (Permission x
Obligation), and 46 conflicts of type (3) (Obligation x Prohibition). Conversely,
we asked the second volunteer to insert conflicts that contain deontic conflicts
and modifications in the norm actions. Such modifications include maintaining
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the same meaning of norm actions but changing the words in order to have
a different structure from the previous norm. Since inserting such conflicts
demands more time and English language knowledge, the second volunteer
created only 17 conflicts in 6 different contracts, totalling 2 conflicts of type (1)
(Permission x Prohibition), 6 conflicts of type (2) (Permission x Obligation),
and 4 conflicts of type (3) (Obligation x Prohibition). We execute the potential
conflict identifier over 16 contracts from these conflicts.

The process of conflict creation is conducted by the user that selects an
option for each process. First, the user selects a random contract, which the
system selects randomly from the contract corpus. Following, the user may
choose either to get another contract or get a random norm from the contract.
The user then copies the random norm and makes the necessary modifications.
From this point, the user may choose either to start all over again, get another
norm from the same contract, or finish the conflict insertion. At any point, the
user can come back to a previous step in the conflict insertion. Figure 4.2.4
illustrates the process in which the user is submitted to create a new conflict.
Since the two volunteers made a semi-scripted contract modification, we do
not consider measuring an agreement level on the modifications.

We acknowledge that this is not the best way to evaluate our approach.
However, we did not have access to domain specialists that could be able to
create reliable conflicting cases. As we know that this is a serious concern
about our evaluation method, we decide to make the conflict creation process
as clear as possible and accept that our approach still needs to be evaluated
either in real cases or in conflicts created by specialists.

We perform the evaluation according to each type of conflict insertion,
then we make a final round considering all conflicts. Table 4 shows the results
we obtained with the first type of conflict. As the results show, we obtain
an accuracy of 79% for the task. This accuracy, as well as the others, is a
weighted average that sums the product of each contract accuracy by the total
number of conflicts in the contract and then divide it by the total number of
conflicts. Given n contracts as the total number of contracts, conflicts(i) as
the total number of conflicts in contract i, accuracy(i) as the accuracy obtained
in contract i (which is the total number of conflicts found divided by the total
number of conflicts in the contract), and n conflicts as the total number of
conflicts overall contracts, Equation 1 shows how we calculate the weighted
average for the conflict identifier evaluation.

accuracy =

∑n contracts
i=1 conflicts(i) ∗ accuracy(i)

n conflicts
(1)

Among the results, we identified 11 conflicts of type (1), 32 of type (2),
and 31 of type (3), in addition to two extra potential conflicts that were not in
the conflict set. The extra potential conflicts are two norm pairs found by the
potential conflict identifier that were not inserted by volunteers. It means that
these norm pairs could be two norm conflicts, however, we did not count them
on the results since they were not defined on the gold standard. We can explain
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Select a random 
contract
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new contract

contract corpus
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Fig. 3 Conflict insertion procedure.

the errors by considering the error rate in each subprocess that constitute the
norm representation. Consequently, either an error in the norm identifier or
in the party identifier may reflect on the final result. Since this set of conflicts
is made of simple modifications in the modal verb, we expected good results.
For this reason, we tested our potential conflict identifier over the second set
of conflicts, which is made of modifications in the modal verb and in the norm
action structure. Table 5 presents the results we obtained. We obtained a lower
accuracy (70%) if compared with the previous set of conflicts, since in this one
we have differences in the norm actions. Although the set has a small number
of conflicts, the results show that in some contracts we identified all inserted
conflicts. This confirms that the semantic similarity works to identify norm
actions with the same meaning. Finally, Table 6 presents the accuracy overall
conflicts without distinction. We obtain an accuracy of 78% in the potential
conflict identification.
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Table 4 Results of the potential conflict identifier execution over the first set of conflicts.

Contract Conflicts Identified Accuracy
roth-mfg 14 11 0.78

chiron.mfg 8 8 1.0
ibm.mfg 7 5 0.71

johnson.mfg 7 5 0.71
southeast.mfg 6 3 0.5
nellson.supply 11 9 0.81

medica.mfg 17 14 0.82
usfoodservice 12 9 0.75
foamtec.mfg 2 1 0.5
cardinal.mfg 10 9 0.9

10 94 74 0.79

Table 5 Results of the potential conflict identifier execution over the second set of conflicts.

Contract Conflicts Identified Accuracy
hershey.mfg 4 1 0.25
astrazeneca 4 1 0.25
aortech.mfg 2 2 1.0
cypress-mfg 3 3 1.0
cinram.mfg 1 1 1.0

dsm-capua.mfg 4 4 1.0
6 17 12 0.70

Table 6 Overall results of the potential conflict identifier.

Contract Conflicts Identified Accuracy
16 111 86 0.78

5 Related Work

In this section, we briefly describe the key approaches from previous work that
deals with issues related to contract processing, norm conflict identification and
deontic reasoning in the real world. We start with a summary of work that deals
directly with contracts, followed by approaches that deal with the normative
and deontic aspect of contractual reasoning. First, our work was originally
inspired by the availability of a contract corpus developed by Curtotti and
McCreath (2011). Both authors propose an approach for annotating contracts
using machine learning and rule-based techniques (Curtotti and Mccreath,
2010). The aim of the work is to classify sentence components in contracts
according to their structure.

Similar to Curtotti and Mccreath, Athan et al (2013) develop a formal
language, called LegalRuleML, to deal with contract annotation, specifically,
the annotation of legal elements in contracts, such as norm agents, temporal
restrictions, and events. LegalRuleML is an XML-based language that extends
RuleML (Governatori, 2005), which is an XML based language for the repre-
sentation of rules. The aim of the work is to improve the modelling of semantic
norms, providing an expressive XML standard for modelling normative rules
that satisfies legal domain requirements.
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Both approaches from Curtotti and Mccreath and Athan et al introduce
new mechanisms to annotate contracts in order to structure data for text
processing. Although we use similar techniques to annotate contract clauses,
we adopt a coarser annotation approach and focus on the semantic similarity
of norm actions in order to find potential conflicts.

The following papers bring approaches to extract information from legal
texts. Peters and Wyner (2016) develop a system to make a semi-automatic
analysis of assigning Hohfeldian relations of Duty. Hohfeldian relations are
regulative rules that specify actions, party roles to the actions, and the objects
of actions. They develop a workflow with seven stages. In the first and second
stages, they process the raw text extracting NLP features, such as POS-tag
and lemmas. In the third and fourth stages, they identify terms related to
Hohfeldian relations and the deontic structures in text. Using such information,
in the last stages, they identify Hoefeldian concepts, have an expert evaluation,
and the resulting annotations populate an ontology. Finally, they evaluate their
approach using two documents and annotating Hohfeldian roles within them.

Gao et al (2012) propose an approach for extracting exceptions within
norms in contracts, which arises when a norm contains a condition under
which it is not to be applied. The resulting Enlil system uses natural language
processing and machine learning to process contracts and identify service ex-
ceptions or contingency conditions within contracts. Follow-up work from Gao
and Singh (2013) develops a hybrid approach for extracting business events and
their temporal constraints from contracts. Their aim is to create a system that
receives a contract as input and returns its events and temporal constraints.
Gao and Singh (2014) create a mechanism for extracting and classifying norms
in contracts, which is closer to the first part of the approach described in this
paper. Using a modal verb filter and then extracting a feature vector, they
create a classifier to extract norms from contracts. Although our norm iden-
tification mechanism is conceptually similar to the latter work, unlike these
efforts, which focus on extracting specific information from contracts, we go
further and identify potential conflicts between contract clauses (norms).

Wyner and Peters (2011) propose an approach to extract rules and their
definitions from regulations. The extraction of rules is made by using a rule-
based approach. Then, they use NLP techiniques to extract information from
rule texts and use it to identify exception and condition elements in rules.

The following approaches aim to identify norm conflicts in multi-agent sys-
tems.Figueiredo and da Silva (2013) develop an algorithm to identify conflicts
between norms within multi-agent systems formalised using the Z specification
language. Likewise,Vasconcelos et al (2009) develop a mechanism to identify
normative conflicts for multi-agent systems, based on a formal representation
of norms with constraints, presenting formal definitions of normative conflicts
and defining how they can be resolved. These efforts, however, assume for-
mally specified norms with no semantic ambiguity, which is not the focus of
our work.

Abstracting away from the natural language of contracts, several approaches
assume legal documents in some formal language and focus on identifying
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norm conflicts. Rosso et al (2011) propose an approach to retrieve information
from legal texts. They use a system named JIRS2 (Java Information Retrieval
System) that measures distances between sentences using n-grams. In their
work, they deal with three problems: passage retrieval in treaties, patents,
and contracts. They propose an approach that uses JIRS to identify conflicts
in contracts. Based on a contract example between an airline and a ground
operations company, they apply a series of rules to identify conflicts between
norms. The process of conflict identification is divided into three main steps
First they translate the contract from a formal contract language (CL (Fenech
et al, 2009a)) to Contract Language clauses. Second, they analyse the clauses
using a model checker performed by the contract analysis tool CLAN (Fenech
et al, 2009b). From the identified conflicts, they use JIRS to translate the
sentences from contract language to natural language.

Goŕın et al (2011) develop a software tool for legal drafting stating that
it is possible to use existing approaches to analyse software specifications
in normative documents. The tool uses a linear temporal logic (LTL)-based
(FormaLex) language and companion tools that use model checking to de-
tect normative incoherence in legal documents. Pace and Schapachnik (2012)
propose an automata-based semantics to formalise the onuses that deontic
meanings (obligations, permission, and prohibitions) on one party imposes on
the other. They use an existing automaton-based model to represent the inter-
action of a two-party system and extend it to deal with the absence of actions,
mutually exclusive actions, and conflicts. Gabbard et al (2015) develop a sys-
tem that helps lawyers with the contract drafting process by alerting about
missing contract components and giving feedbacks to improve the contract
quality. They use NLP techniques and machine learning to verify natural lan-
guage contracts and alert about missing components. Their system has an
online and an offline module in which the user can upload a contract and re-
ceive a feedback to improve the contract. Azzopardi et al (2016a) develop a tool
to provide intelligent contract editing to lawyers by using off-the-shelf NLP
techniques. They extract information from clauses in order to make an intelli-
gent browsing among the clauses. The authors use a mix of regular expressions
and named entity recognition to identify the clauses parties. In order to make
the connection between natural language and a formal language, the authors
propose a deontic logic representation that allows them to identify conflicts.
Azzopardi et al (2016b) introduce an approach to automatically translate nat-
ural language into a deontic logic formalisation that allows automatic reason-
ing for conflict identification. Their approach deals with partiality and uses a
formal analysis to enable reasoning under incomplete knowledge. The authors
propose a case study containing two clauses with unknown information. Using
the definitions in their logic representation they were able to identify a con-
flict between the clauses. Thus, although these papers deal with a variety of
techniques for conflict detection for norms using formalisms of varying degrees

2 http://sourceforge.net/projects/jirs/
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of complexity, they assume legal documents in some formal language instead
of contracts, as written by humans, which our work addresses.

The papers described above propose approaches to deal with norm con-
flicts in natural language The main difference between their work and ours
is that most of them rely on a deontic logic representation to find conflicts.
Such representation facilitates the comparison between norm elements and the
conflict checking. In our work, we perform the norm conflict identification by
directly comparing the elements identified in the norm texts.

6 Discussion

Although the approach we develop in this paper is capable of processing a
variety of contracts using traditional NLP techniques to identify norms and
potential conflicts using a very small dataset, it suffers from a number of limi-
tations. In what follows, we highlight and discuss these limitations as pointers
for further improvement of our approach.

6.1 Deontic Logic Paradoxes

The conflict identification process we use in our approach is based on a naive
deontic logic that suffers from well-known paradoxes. Most of them occur with
the O-operator (obligation) under logical consequence, which deontic logic
states that “if ` A → B then ` OA → OB”. This logical equation means
that if we have a logical consequence where a variable proposition A implies B,
we can say that an obligation of A implies in an obligation of B (Carmo and
Jones, 2002). We describe below some of these paradoxes, better described by
Carmo and Jones (2002).

Ross Paradox (` OA→ O(A ∨B)):
This paradox allows that the following sentence be valid in deontic logic:

“If it is obligatory to pay the rent, then it is obligatory to pay the rent
or to burn the house”

Analysing this paradox, one can say that since the implication of A implies
in the obligation of A or B, if it is not the case of A (if we perform B), we
have a violation.

Free Choice Permission paradox
The paradox arises due to the fact that in standard deontic logic it is not a

logical consequence that P (A∨B)→ (PA∧PB), whereas one can understand
that if A or B is permitted, then A and B are permitted. Besides, we cannot
add P (A ∨ B) → (PA ∧ PB) as a deontic logic axiom because together with
` PA → PA ∨ PB, it would imply that PA → (PA ∧ PB) and, thus, the
permission to do A implies in the permission of doing A and B, where B can
be anything.

Good Samaritan paradox:
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This paradox arises due to the deontic logic theorem: ` O(A ∧B)→ OB.
Therefore the following sentence is a valid one:

“if it is obligatory that John helps Jack who had an accident, than it
is obligatory that Jack has an accident”

The problem here is that once we have an obligation of a conjunction, both
logical variables become obligations. In this case, the second variable states a
condition that cannot be obligatory due its definitions. Since our work only
borrows the concepts of deontic meanings, such as obligation, permission, and
prohibition in a semi-formal way, our approach does not suffer from these
paradoxes.

6.2 Corpus Size

The lack of a substantial corpus of contracts containing conflicting clauses
constitutes a key limitation of the experimentation of our approach. After an
extensive search, we found no suitable corpus to evaluate our approach, and
consequently had to rely on a semi-automatically constructed corpus contain-
ing 111 conflicts between norms. Given the relatively small corpus, the number
of conflict types present in the corpus is also limited. Consequently, our cur-
rent research relies on an open web tool to help collect a variety of contracts
in natural language in order to expand such evaluation.

6.3 Reparations and Contrary-to-Duty

The relatively simple deontic formalism used by our approach entails that it
does not deal with reparation norms from contrary-to-duties. We decided to
use a norm structure divided into three components, namely: party name,
modal verb (deontic meaning), and norm action. This structure limits the
analysis of conditions and, thus, the possibility of contrary-to-duty identifica-
tion. We acknowledge that the absence of a contrary-to-duty structure makes
our approach prone to misleading norm conflicts. As a future improvement, we
aim to detect norms and classify them according to their structure, allowing
us to use specialised norm structures to look for conflicts in specific cases.

6.4 Conflict Cases

As we describe in Section 4, our approach detects conflicts between norms
following three rules:

– Both norms are applied to the same party;
– Both norms have conflicting deontic meanings; and
– Both norms refer to the same act, i.e., the same consequent in which the

party must fulfil.
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Although these rules ensure the identification of many conflicting cases,
they are unable to identify more complex conflicts. Since we assume that each
norm has only one party, in cases where the norm refers to two or more parties,
we only consider the last one (the one closer to the modal verb) in our norm
comparison. Finally, the absence of a definition for various conditional state-
ments for the norm means that conditional norms with explicit activation and
expiration clauses are reasoned about as norms without conditions. Neverthe-
less, norms with similar actions and conditions will naturally be semantically
similar, and may be classified as potential conflicts. We chose this norm struc-
ture (with party name, modal verb, and norm action) since we noticed that
many norm sentences follow this well-known pattern from natural language
(subject, verb, and object). We aim to address more complex cases of norm
conflicts in future work.

7 Conclusion

In this work, we developed an approach to identify potential conflicts between
norms in contracts. In this paper, we have four main contributions: first, we
create a norm identifier that allows us to potentially identify norm sentences
in a contract; second, we create a party identifier that identifies the parties
and their aliases in contracts with two parties; third, we propose a proto-
typical representation to norms with three components, namely party name,
modal verb, and norm action; finally, we suggest that measures the semantic
similarity between sentences will be of benefit and put forward an algorithm
to do so. Along this work, we also curated dataset that is available for other
researchers3 (Aires et al, 2017), including the sets of norm sentences and com-
mon sentences used in the norm identification phase and the small contract
corpus with a set of artificially created conflicting norms used to evaluate our
approach.

As future work, we plan to generalise our approach in order to include
other contract structures. The current approach deals with contracts with at
most two parties and follows a certain pattern of parties description. As an
alternative, we can either create a more general rule for the party identifica-
tion or invest in a machine learning approach to recognise parties and aliases
together with named entity recognition techniques. We plan to improve the
semantic similarity algorithm, since it considers extra aspects that are often
unnecessary to the norm similarity calculus, such as long lists of synonyms.
Even knowing that conflicts are rare in real contracts we want to create a richer
conflict corpus, larger and with a better variation of study cases of conflicts.
We also intend to consider approaches of extrinsic evaluation of this work in
form of contract writing support.

3 https://github.com/JoaoPauloAires/norm-dataset

https://github.com/JoaoPauloAires/norm-dataset
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A Instructions used by human volunteers for conflict creation

The following text was used to guide the volunteers during the norm conflict insertion. The
document consists of a description for each step of the system.

This README explains how to execute contract data structure.py to introduce con-
flicts randomly in contracts from our corpus.4 The main goal is to create contracts containing
norm conflicts independently from a conflict detection algorithm.

Execute:

– To execute, run the following command:
python -B contract data structure.py

Options:

– After login, there will be two initial options:
(1) Pick a random contract; and
(4) Finish.

(1) This option chooses a contract from the corpus at random. This step may return an
error due to the choice of a contract without norms; if that happens, ignore the error
and press (1) again. If no error occurs, the program will display information, such as
the total number of norms extracted and the parties identified;

(4) This option just clears the output folder and exits.

– When the user selects a contract, the program adds a new option:
(1) Pick a random contract;
(2) Pick a random norm; and
(4) Finish.

– Option (1) restarts the process with a new contract;
– Option (2) chooses a random norm among the extracted ones.

– When the user selects a norm, the program adds yet another option:
(1) Pick a random contract;
(2) Pick a random norm;
(3) Make a conflict; and
(4) Finish.

– Options (1,2,4) are the same as before;
– Option (3) displays the last chosen norm and asks you to alter it in order to create a

conflict.

Process:

– In this manual conflict insertion, you are intended to follow a series of steps.
1. Execute contract data structure.py;
2. Insert your first name, and pick a contract with option (1);
3. Choose a random norm using option (2);
4. Choose the option to create a conflict (3).

– You have to create between 70 and 100 conflicts of 3 types. These types are:
– Permission × Obligation (33%);
– Permission × Prohibition (33%);
– Obligation × Prohibition (33%).

– A regular norm has the following structure:

– Example 1:
– “Purchaser must pay the product taxes.”

4 This code is available at https://github.com/JoaoPauloAires/

potential-conflict-identifier

https://github.com/JoaoPauloAires/potential-conflict-identifier
https://github.com/JoaoPauloAires/potential-conflict-identifier
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Given a regular norm, you will choose option 3, which allows you to alter such norm.
Then you have to alter it in order to generate a conflict, e.g., if you got the Example 1,
you may choose to create either a Permission × Obligation conflict or an Obligation x
Prohibition conflict. In the first case (Permission × Obligation), a possible modification can
be described as follows:

– Example 2:
– “Purchaser MAY pay the product taxes.”

To ensure that you are really making a conflict, use Table 7 as a guide:

Modal Verb Deontic Meaning
can Permission
may Permission
must Obligation
ought Obligation
shall Obligation
will Obligation

modal verb not Prohibition

Table 7 Modal verbs and their deontic modalities

You may also modify the structure after the modal verb creating a conflict and altering
the conflict structure (obviously maintaining the same meaning), as the Example 3 shows.

– Example 3:
– “Purchaser may choose to pay the taxes related to the product.”

– We recommend you to use more than three contracts to create conflicts, it allows us to
test our approach in different contexts.

– At the end of the process, choose option (4) and that’s it!

Thanks in advance.

B Performance measures used in the paper

Below, we summarize the performance measures from the literature used in this paper.

accuracy =
tp+ tn

tp+ tn+ fp+ fn
(2)

precision =
tp

tp+ fp
(3)

recall =
tp

tp+ fn
(4)

f − score = 2×
precision× recall
precision+ recall

(5)

tpr =
tp

tp+ fn
(6)

specificity =
tn

tn+ fp
(7)

fpr =
fp

fp+ tn
(8)
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