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Abstract—Most approaches for goal recognition rely on specifi-
cations of the possible dynamics of the actor in the environment
when pursuing a goal. However, encoding these dynamics re-
quires careful design by a human expert, a design which is often
not robust to noise at recognition time. In this paper, we present
our recent framework that combines learning and goal recog-
nition to alleviate the need for careful, manual domain design.
This framework consists of two main stages: Offline learning of
policies for each potential goal, and online inference. In this short
paper, we focus on the first stage of learning the needed policies,
and propose an approach to use behavioral cloning to elicit these
policies. The aim of this extended abstract is to share the new
goal recognition framework with the Human-Interactive Robot
Learning (HIRL) community and obtain feedback on the best
practices to promoting its implementation using human examples.

I. INTRODUCTION

Goal recognition (GR) is a key task in artificial intelligence,
where a recognizer infers the goal of an actor based on
a sequence of observations [10]. Real-world scenarios for
goal recognition applications include elderly care [7]], traffic
control [13]], and even military planning [[12]. Most of these
applications require the recognizer to use images as input, thus
needing sophisticated algorithms capable of dealing with noise
and spurious data. A common approach to enable the robot to
perceive and infer the person’s goal in this situation consists
of a pipeline of activity recognition from raw images and
translation into actions for a symbolic GR algorithm (Figure
top). Once the raw images are processed into observations, a
goal recognizer further processes a sequence of these observa-
tions into a goal or a distribution of goals. This process might
include crafting elaborate domain theories, multiple planner
executions in real-time, intricate domain optimizations, or
any combination of these tasks [8]], [14]. One of the main
limitations of this approach is the high cost of constructing
these domain theories. This construction requires a deliberate
design and accurate specification of domain dynamics, which
is usually a process done manually by an expert. Moreover,
some recognizers require costly online computations, such as
multiple planner executions. These computations can hinder
the recognizer’s real-time inference ability, especially when
observations are processed incrementally and the goal of the
actor is re-evaluated often throughout the plan execution [3]].
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Fig. 1: A comparison of existing model-based approaches
for goal recognition (top), the intermediate proposed solution
already implemented (middle), and our proposed framework
(bottom). The key changes are presented in bold and the new
proposed changes are presented in red.

The goal of this short paper is to propose an alternative
approach for goal recognition which fully relies on user-
generated examples that will be used to learn the domain the-
ory instead of the manually-crafted descriptions of a domain
expert. We first outline our current intermediate framework in
which the domain theory is replaced with a set of policies



(Figure [T middle), and then we elaborate on our next plans
for extending this framework to use learning from examples
instead of model-free reinforcement learning (Figure |1| bot-
tom). Our aim in this publication is sharing this progress with
the Human-Interactive Robot Learning (HIRL) community and
getting their feedback on the best practices to use to promote
these ideas further.

II. GOAL RECOGNITION AS REINFORCEMENT LEARNING

The Goal Recognition as Reinforcement Learning (RG as
RL) framework aims to address the limitations discussed
earlier by replacing manually crafted representations and on-
line executions with model-free Reinforcement Learning (RL)
techniques. This framework performs efficient and robust GR
without the need to craft a domain model and without any
planner or parser executions during recognition [[1]].

The gist of this work is that we replace the manually-
constructed domain theory with a set of policies, such that
each policy is representative for a different goal (Figure
middle). This framework consists of two main stages:

1) Learning a set of policies, such that for each potential
goal the actor might pursue g € G, there is a respective
policy 7. Ideally, m, is representative of the actor’s
behavior when aiming to achieve g.

2) Inferring the goal of an actor given a sequence of
observations, O = (sg, ag, $1, a1, - - .). Once the policies
{mg4}geg are known, and given an observation sequence
O, the inferred goal ¢* is the one that minimizes
the measured distance (Distance) between its respective
policy and the observations, as defined in Equation ]

¢" = arg min Distance(r,, O) ()
Y

There are many ways to implement this framework, where
the key decisions that will affect the resulting algorithm
are: the learning approach used to elicit an accurate set of
policies; and the choice of the Distance measure to compare
the observation sequence and the policies. In this paper, we
focus on the first decision — learning an accurate set of policies,
but instead of using traditional RL algorithms, we propose to

learn these policies from human examples.

III. LEARNING FROM HUMAN EXAMPLES

While there are many ways to learn from human examples —
demonstrations [2f], [[15]], reward shaping [[16], [17], evaluative
feedback [6], [11]], corrections [5] — in this work we focus
on Imitation Learning, which is a problem setup in which
an agent is trained to perform a task from demonstrations
by learning a mapping between observations and actions [9].
Imitation learning is our first choice, as it does not require
the human to be aware of the action space used to model the
environment or even to be aware of the learner observing it,
which enables the actor to adopt more naturalistic behaviors
rather than using pedagogical instructions or needing to model
the learner’s knowledge. This ability is especially important
when learning a model for keyhole goal recognition [10]], as a

key assumption in this problem is that the actor is not aware
of the observer and does not try to assist or hide its goals.

One of the main approaches to solve the imitation learning
problem is behavioral cloning [4]], in which the learner tries to
replicate the policy of the human based on observations, and it
can complement or even fully replace learning a policy from
the environment. As seen in Figure [l| (bottom), behavioral
cloning will be used separately for each goal g € G to learn
a set of policies m,. Then, these policies will be used for
goal recognition in a similar fashion to GR as RL, where an
observation sequence is matched with the most likely goal the
actor is trying to pursue.

As this is an ongoing work, we would love to participate
in the HIRL workshop so we can get expert human feedback
that will enable us to learn better policies, which we will then
use to accomplish our research goals.
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